Chemical Organization Theory as a Theoretical
Base for Chemical Computing

NAOKI MATSUMARU, FLORIAN CENTLER,
PIETRO SPERONI DIFENIZIO, PETERDITTRICH

Bio Systems Analysis Group
Jena Centre for Bioinformatics (JCB) and Department of Matlatics and
Computer Science Friedrich-Schiller-University Jena DF93 Jena, Germany
http://ww. m net.uni-jena. de/csb/

Submitted 14 November 2005

In chemical computing, the result of a computation appeaea
emergent global behavior based on local reaction rulespfesr
gramming chemical systems a theoretical method to cope with
that emergent behavior is desired. In this paper, we demaiast
how the chemical organization theory can help in designimy a
understanding chemical computing systems. After progdin
recipe for mapping logic circuits to chemical reaction sjlee
discuss reaction networks implementing various logicutisc
anxoR, a flip-flop, and a controllable oscillator. The theory de-
composes reaction networks into a hierarchy of closed altd se
maintaining sub-networks (called organizations) usimjchio-
metric information only. The dynamical behavior of a reanti
system is then explained as a movement between organigation
We show how the theoretical analysis provides insight ihto t
potential behavior of chemical reaction systems. The encou
aging results suggest that the theory of chemical orgdoimt
contributes to a theoretical framework for chemical cormmaut
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1 INTRODUCTION

By employing a large number of simple components intergctuith each
other in an orchestrated way, biological systems inventedrety of in-
formation processing mechanisms, which are robust, sghrozing, adapt-
able, decentralized, asynchronous, fault-tolerant, aotvable. These mech-
anisms of biological information processing are now exphbito cope with
the fast-growing complexity of technical information pessing systems [23,
29, 30]. Since all known life forms process information gsahemical pro-
cesses [19], the chemical reaction metaphor has been mwpssa source
of inspiration for a novel computation paradigm [4, 12]. tisichemical re-
actions for formal computations has initially been suggesty Banatre and
Métayer [4]. In their GAMMA system [5], a chemical reactimdefined as a
rewriting operation on a multiset, mimicking a well-stidreeaction vessel. In
order to capture the spatial context of chemical systemematal rewriting
systems have been extended to the chemical abstract méctiaé) [9], P-
Systems [24, 25] (stressing the importance of membranedM&S[15, 21]
allowing arbitrary topologies [3].

In a chemical reaction process, the solution of a computafpears as an
emergent global behavior based on a manifold of local icteras [6]. For its
heavy nonlinearity such behavior is hard to analyze andmegd impossible
to predict by methods that are more efficient than simulation

Yet emergent behavior occurs in biological systems, fongda, by com-
bining simple biochemical signaling pathways [10]. As mbe demon-
strated by Tsuda, Aono, and Gunji wilthysarum28], the discrepancy be-
tween local and global behavior may also be problematic attire. There
is also a common agreement that a satisfying theory of emeegis lack-
ing [22].

This paper contributes to the establishment of a theotedicalysis of
emergent behavior in chemical computing, which should lead deeper
understanding of the micro-macro link between reactioeg@nd resulting
behavior. The ability to predict how a chemical prograayg( a list of re-
action rules) behaves is a prerequisite for programmingomgtruction [32].
Note that there is a fundamentally different approach feating chemical in-
formation processing systems, namely programming by &eol {8, 11, 17].
This latter approach is not considered here. However, otihods might be
applied to analyze the outcome of an evolutionary approach.

We suggest chemical organization theory [13, 26] as a tdpiingto con-
struct (program) and analyze (describe and understand)icabcomputing



systems. Chemical organization theory allows to decompasaction net-
work into a hierarchy of self-maintaining sub-networkdlehorganizations.
Following the line of [2] and in contrast to methods like Ré@8], the theoret-
ical analysis assumes only stoichiometric informatiamn, the structure of the
reaction network. Although other algebraic approachegldibiochemical
reaction network into sub-networla.g, in terms of functional modules [7],
a rigorously proven relation between sub-networks andmisieemergent
dynamics is usually lacking. Since emergent propertiegapin a dynami-
cal situation, the theoretical method for analyzing emecganust take it into
consideration.

Inspired by Fontana and Buss [14], Dittrich and Speroni diife [13]
defined a chemical organization as a set of molecular spHtitss (alge-
braically) closed and (stoichiometrically) self-maimiaig. It is important to
note that when we talk about organizations, we abstraciisléka concentra-
tion levels or the spatial distribution of a chemical speci@n this relatively
high level of abstraction, a system state is characteringday the molecular
species present and we can describe the dynamics of a sysiesmomalita-
tively, namely, as a movement between sets of speciesathsfex movement
in a more complex state space [26].

Borrowing the notion of chemical organizations defined asetl and
self-maintaining sets of molecular species, we demorsinghis paper how
the algebraic analysis of chemical reaction networks htelpsderstand the
emergentdynamical behavior of (artificial) chemical commmy In Section 2,
we describe the concepts from chemical organization theesded here,
adopted from Ref. [13]. A general procedure of converting@d circuit
into a chemical reaction network is described in Section iRe lothers ¢f.,
[1, 28, 31]), a simple non-linear logical operatiroRr is implemented first,
in Section 4. In Section 5, the target example of logical apien is scaled up
by linking multiple NAND gates. Another example is a flip-flop logic circuit
(Section 6) and a controllable oscillator (Section 7). Batiuits contain a
simple feedback loop, which is an important building blotkiological sig-
naling networks to achieve robustness [27] or multi-stegrity. Finally, in
Section 8, we discuss the potential of the theory as a thieat®iase for the
analysis of emergent chemical computing.

2 CHEMICAL ORGANIZATION THEORY

The target of chemical organization theory are reactiomworls. A reac-
tion network consists of a set of moleculd4 and a set of reaction rules



R. Therefore, we define a reaction network formally as a typie R) and
call this tuple an algebraic chemistry in order to avoid dotsflwith other
formalizations of reaction networks.

Definition 1 (algebraic chemistry [13])Given a setM of molecular species
and a set of reaction rules given by the relatiBr: Py, (M) x Pas(M). We
call the pair (M, R) analgebraic chemistrywhereP;, (M) denotes the set
of all multisets with elements from.

A multiset differs from an ordinary set in that it can containltiple copies
of the same element. A reaction rule is similar to a rewritpgration [3] on
a multiset. Adopting the notion from chemistry, a reactiaferis written
asA — B where bothA and B are multi sets of molecular species. The
elements of each multi set are listed with “+” symbol betwtesm. Instead
of writing {s1, s2,...,s,}, the set is written as; + s + - -+ + s, in the
context of reaction rules. We also rewrite- a — b to 2a — b for simplicity.
Note that “+” is not an operator but a separator of elements.

A set of molecular species is called an organization if tHedng two
properties are satisfied: closure and self-maintenanceet Adfsmolecular
species is closed when all reaction rules applicable togheannot produce
a molecular species that is not in the set. This is similaht dlgebraic
closure of an operation in set theory.

Definition 2 (closure [14]) Given an algebraic chemistryM, R), a set of
molecular specie€’ C M is closed, if for every reactiofd — B) € R
with A € Py, (C), alsoB € Py (C) holds.

The second important property, self-maintenance, assuneghly speak-
ing, that all molecules that are consumed within a self-ta&ng set can
also be produced by some reaction pathways within the sailftiaining set.
The general definition of self-maintenance is more comtditshan the def-
inition of closure because the production and consumptfoa molecular
species can depend on many molecular species operating asla iw a
complex pathway.

Definition 3 (self-maintenance [13])Given an algebraic chemistiy\1, R),
let 7 denote the-th molecular species of1 and thej-th reaction rules is
(A; — Bj) € R. Given the stoichiometric matrikI = (m; ;) that corre-
sponds ta(M, R) wherem, ; denotes the number of molecules of speties
produced in reactionj, a set of molecular specigsC M is self-maintaining,

* Formally, this can be defined as; ; = #(i € Bj) — #(i € Aj), where#(i € Aj)



if there exists a flux vectar = (va, ~B,, -+ VA, B;r - - WA | —Bx, )T sat-
isfying the following three conditions:

1. VA;—B; > 0if Aj S PM(S)
2. UAj—>Bj =0if Aj ¢ PM(S)
3. .fz > 0 if S; € SWherE(fl,. ..,fi,. ,f|M|)T = Mv.

These three conditions can be read as follows: Whenjttiereaction is
applicable to the sef, the fluxvs, .5, must be positive (Condition 1). All
other fluxes are set to zero (Condition 2). Finally, the paidun rate f; for
all the molecular specieg € S must be nonnegative (Condition 3). Note
that we have to find only one such flux vector in order to show ghset is
self-maintaining.

Taking closure and self-maintenance together, we arriaa atganization:

Definition 4 (organization [13, 14]) A set of molecular speci€3s C M that
is closed and self-maintaining is called an organization.

We visualize the set of all organizations by a Hasse diagianmhich
organizations are arranged vertically according to thiei & terms of the
number of their members (e.g. Figure 1). Two organizatisascannected
by a line if the lower organization is contained in the orgation above and
there is no other organization in between.

2.1 Dynamics

For deriving the Hasse diagram of organizations no det&itealviedge con-
cerning the dynamics is required. Only stoichiometric infation,i.e., the
set of reaction rules, is sufficient. Therfore we refer td theat of chemical
organization theory as the static part.

In the “dynamical part”, the set of organizations is used ésalibe the
dynamics of a reaction system as a movement between or¢janzaThe
strength of this method lies in the analysis of chemical psses where molec-
ular species appeadré., their concentration becomes positive) and dissappear
(i.e. their concentration becomes zero) at some point in timee fmbve-
ment between organizations can take place spontaneowsiy{thovement)
or can be trigered by external eventsy. by adding some input molecules.
For further details see Ref. [13].

denotes the number of occurrence of spetias the lefthand side of reactighand# (i € B;)
the number of occurrence of speciesn the righthand side of reactign



Finally, a relevant theorem from Ref. [13] states that gigedifferential
equation describing the dynamics of a chemical reactiotesysnd the al-
gebraic chemistry corresponding to that system. Assuntledua fixed point
(i.e. stationary state) of that differential equation, thendbeof molecules
with positive concentrations in that fixpoint is an orgati@a. In other words,
we can only obtained a stationary behavior with a set of miéespecies that
are both closed and self-maintaining.

3 ARECIPE FOR A CHEMICAL LOGIC CIRCUIT

In this section we present a procedure for designing chémgeation net-
works implementing a logic circuit (see Table 1 for a nomial recipe). A
logic circuitis a composition of logic gates. As such it canfblly described
by a set of boolean functions and boolean variables, forraibgolean net-
work [16]. Let the boolean network be defined by a sedbboolean func-
tions and a set oV (> M) boolean variables:

{bi,....bar,....bx} (1)

where{b,|1 < j < M} are determined by the boolean functioigérnal
variableg and the remaining variablg®;|M < j < N} are the input vari-
ables of the boolean network. The set of boolean functions is

{bl:‘FZ(bq(z,l)aabq('Lnl)) |Z:17,M} (2)

whereb,; ) indicates the boolean variable listed as th argument of the
t-th function. Since thé-th boolean functio; takesn,; boolean variables as
arguments, there af&: possible inputs. Thus the truth tatfgfor function
F; has2™ rows andn; + 1 columns:

1,1 1,n; 1,n;+1
(0l s ©)
i % %
AVPURTTINEE" SO S

wheret; , € {0,1} is the boolean value of the-th argument in thé:-th
input case for the-th boolean function. Then + 1)-th column contains the
output of F;.

Given the boolean network, an algebraic chemiétyy, R) is designed as
follows. For each boolean varialie we assign two molecular species_;
andsy; representing the valugand the valud in it, respectively. Thus the
set of molecular specie®t contain®2 N molecular species as follows:



M:{ng_1782j|j:1,...,N} (4)

The set of reaction rules can be decomposed into two setactioas:
R=LUD. (5)

Set of reactiong is derived from the logical operations of the boolean func-
tions with £ = |, £? whereL! is a set ofogical reactionsassociated with
the truth tablel’; of boolean functiorF;. For each input cask (each row of
the truth table), one reaction rule is created:

Li={Ai, — Bip|h=1,...,2"} (6)

The lefthand side is a set efactants4; , = {ai1n + -+ aipn + -+
ain;,ht Wherea; ., is @ molecular species representing the boolean vari-
able that is taken as thieth argument of functior; and thusb,; xy. Since
two molecular species(; x)—1 andsy,(; x) are assigned to boolean variable
b,(i,x) depending on its content, the truth talileis used to select from the
two. If the entryt} , of the truth table is equal 10, b,; ») must be set td in

the h-th input case, and thus,(; )1 is chosen as the reactant. Otherwise,

@i kb 1S Sog(i k)

P S2q(i,k)—1 Z:f t%yk =0, )
S2qGiky Wty =1.

Similarly, the righthand side is a setpfoductsB; ;, = {b; ,}, and

S92;—1 ) ti . =0 N
R L T ®)
524 'Lf thmerl =1,

since the(n; + 1)-th column of truth tabld’; contains the output.

The other component of s@& is the set oflestructive reaction®. Since
binary states of a boolean varialtig are coded with two molecular species
s2j—1 andsy;, the state becomes undefined when both or neither of theespeci
are present. In order to avoid such a case, the two opposlecuiar species
are defined to vanish upon collision:

D:{82]'_1—1—82]‘—>®|j:1,...,N}. (9)

The resulting algebraic chemistiyM, R) implements the logic circuit
without any input specified. The input variables of the baaleetwork



{bj|M < j < N} must be initialized externally because they are not set
by the boolean functions. The initialization of the inputighles is encoded
by an inflow reaction, which is a zero-order reaction prodga@ubstances
from the empty set. If an input variabte is initialized to0, for example, the
algebraic chemistry is changed &1, (R U {) — s2;_1})). It is possible

for more than one variable to be initialized in this manneit &spossible for
more than one molecular species to be injected by the influx.

3.1 Implementing logic circuits with periodic attractors

At last, we would like to point out that while converting beah networks into
chemical reaction networks, feedback loops need speeatntrent. When
considering boolean networks in general, the network cam fieedback
loops by connecting an output to an input so that the inputjgeddent on the
output. This configuration can give rise to attractors hgwdrperiod greater
than one so that the system starts to oscillate between twmdee) states.
An example of such a periodic attractor is an oscillator. Wae oscillator is
implemented with a reaction network, the complementaryecudbr species
are generated alternatively and decay instantaneoushjel&y the complete
destruction of the two species, an amplification procesadhse introduced
for variables that change in the periodic attractors. Aitetadescription of
the implementation can be found in Section 7.

4 CASE STUDY I: ACHEMICAL XOR

To demonstrate how chemical organization theory can be fasethemical
computing, an (artificial) chemical reaction network isigagd to implement
anXxoR logic gate.

The xoR logic gate is defined as a set of three boolean varialles, c}
and a set of one boolean functigf’. } where the function isc = F¢(a,b),
and the truth table is:

T : (10)

= = O O|lw
— O~ Ol|lo
O = = O|l0

Since boolean variable is the internal variable which is determined by
a boolean function, the set of boolean variable should bedias{c,a,b}
according to the recipe in Section 3. Boolean variables aplécular species



Input: Boolean network given by two sets: a setMdfboolean function
{F1,...,Fa} and a set ofN boolean variablegbs,... by, ..., by}
Variables{bs, ...,bys} are determined by the boolean functiomgdrnal
variableg; the remaining variablefby; 1, ..., by} are input variables qf
the boolean network.
Output: Algebraic chemistry M, R) (a set of molecular specig'st and &
set of reaction rule®) representing the boolean network without any input
variable specified.
Algorithm:
1. For each boolean variatie:

(a) Add two molecular species; and B;, to M;P

(b) Add onedestructive reactionf the formb; + B; — ( to R;

a7

2. For each boolean functidh:
(a) Create the truth table @f; with 2™ input cases
(wheren; is the arity of ;);
(b) For each input case, creattgical reaction®
i Lefthand side feactant$ corresponds to the input @f;.
i Righthand side groductg consists of one molecular species repre-
senting the respective boolean outpufof

aSpecifying an input variable of the boolean network is coogdn inflow reaction.

bAs a naming convention of molecular species in this paper]divercase species repte-
sents valué in the boolean variable, and the uppercase standk for

CFor example, thecoRr-function is converted into reactions as follows:

by bz | b1 = Fi(ba,b3) Reactants — Products

0 0 0 b2 + b3 — b1

0 1 1 =| bo + B3 — By

1 0 1 Bo + b3 — B1

1 1 0 B>+ B3 — b1
TABLE 1

Recipe for mapping a boolean circuit to a chemical reactietwark.



are ordered alphabetically for readability, however. Rantnore, the variable
name is adopted as an index of functions.

Given the definition of thexor boolean network, an algebraic chemistry
{(Myxor, Rxor) IS generated to implement the logic gate. Since theréVare
3 boolean variables, the set of molecular species consisssxafolecular
species:

Myor ={a,A,b,B,¢,C} (11)
where the lower- and uppercase version of the variable naenasaigned to
the boolean variable of that name. For example, molecukecispa repre-
sents boolean variable= 0, and A stands foa = 1.

The set of reaction ruleByor is decomposed into two parts:

RXOR = EXOR U DXOR (12)

whereLyor IS a set of reactions for the logical operation adg, is a set
of destructive reactions. Since there is only one functiothé boolean net-
work, Lxor = Lo WhereLs . is a set of logical reactions constructed from
the boolean functiork,.. From the truth tabldv, four logical reactions are
derived:

Lyor = LSor ={a+b—c,a+B—C, A+b— C, A+ B — c}. (13)

The Hasse diagram in Figure 1 (A) shows the hierarchy of drg#ions of

the reaction network that includes only the logical reaifyor. Twenty-

eight sets of molecular species are found to be organizatifime remaining
36 sets do not satisfy either the closure or the self-maantea property.

The set{a, b}, for example, is not an organization because it is not closed
The reactioru + b — c is applicable and produces a new molecular species
c that is not a member of the sgi, b}. The set{q, b, ¢} is closed but not an
organization because it is not self-maintaining. A productate vectof is
calculated as follows:

fa -1 -1 0 0 —v
fa 0 0 -1 —1] /un 0
1 -1 0 -1 0 0 —v

f= =Mv = = 14
5 M 0o -1 0 -1]]o 0 (14)
Je 1 0 o0 1 0 v
fc 0 1 1 0 0

where a stoichiometric matrid is multiplied by the flux vecton with
v; > 0 satisfying the condition 1 and condition 2 from the definitif self-
maintenance. The third condition cannot be satisfied becduesproduction

10



rates f, for molecular speciea and f, for molecular species cannot be
greater or equal thahat the same time.

In this particular case of the reaction network, all orgatians consist of
combinations of molecular species that do not react witlh edler. A set
of molecular species where no reaction can take plas@bviously closed
and self-maintaining. Provided that a set contains motg@pecies with no
reactions among them, Condition 1 of Definition 3 is autooaly fulfilled.
According to Condition 2 of Definition 3, a zero flux vecter= 0 is mul-
tiplied by the stoichiometric matrid/. The result is a zero production rate
vectorf = 0. The zero vector fulfills Condition 3 of Definition 3, and thus
all conditions for self-maintenance are satisfied.

With the species set of an organization being closed andhsailitaining,
it is more likely to observe the presence of molecular spgeoiean orga-
nization than of any other species combination in the reactiessel. If
the dynamics of the reaction network is modelled using @dirdifferen-
tial equations, there exists a related organization foryefired point of the
system [13].

The second part of the sBt,.r iS a set of destructive reactions:

Dyxor={a+A—=0,b+ B—0,c+C — 0}. (15)

Combining Dyor and Lxor the algebraic chemistryMyor, Rxor) imple-
ments thexor logic gate without any input specified. Its Hasse diagram
of organizations is shown in Figure 1 (B). The number of orgations is
reduced from 28 to 15.

Now we set the input variables of the boolean netwodndb to initiate
the computational process. For the initialization, an imfteaction is added
to the reaction network. We start with providing one inpulypkeaving the
other input variable undefined. Figure 1 (C) shows the reduolt the four
resulting algebraic chemistriéd{xor, (Rxor U{0 — a})), (Mxor, (Rxor U
{0 — A})), (Mor, (Rxor U {0 — b})), and(Mor, (Rxor U {0 — B})),
respectively. We can see that providing one input signafindiser reduced
the behavioral freedom of the reaction system. Only threebioations of
molecular species are left, which may be encountered inehetion vessel
as a stationary state. Furthermore we can see that — in th@asgase —
the output is not determined from a stoichiometric point e since, in
all four Hasse diagrams, sets containingndC' are found to be closed and
self-maintaining.

T This means that there is no reaction whose lefthand sidetibsesof that set. This includes
also zero-order (influx) and first-order (e.g. dilution flowactions.

11
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FIGURE 1

Hierarchy of organizations for the chemical reaction nekwimplementing arxor
logic gate. (A) The network consists only of the logical té@ts Lxor. (B) De-
structive reaction®yor are added to exclude contradictions. The resulting algebra
chemistry({Mor, Rxor) implements thexor logic gate without any input specified.
(C) One input is defined by adding one influx reaction. (D) Axdpihe second input.
The hierarchy of organizations collapses from (A) to (D)thathe desired output as
the only organization left in (D).

When we finally provide both inputs, the Hasse diagram of mizgions
collapses so that only one organization remains for evgmyticondition (Fig-
ure 1 (D)). This implies that, no matter how we chose the dyingmmo other
molecular species than those of the organization can beisasdtin the re-
action vessel regardless of the initial state. We can se¢htbaemaining or-
ganization contains the desired output molecular species’, respectively.
The analyzed algebraic chemistries &felyor, Rxor U {0 — a,0 — b}),
(Mxor; Rxor U{0 — a,0 — B}), (Mxor, Rxor U {0 — A,0 — b}), and
<MXORa Rxor U {® - A, 0 — B}>

4.1 Dynamical Simulation

To validate the results from applying organization theorthie XOR reaction
network, stochastic simulations are performed using theulsitor packages
MGSJ15, 21] andCopasi[20].

Figure 2 shows a typical simulation run. The influx is defineda irre-
versible constant flux with kinetic parameter set td-or all other reactions,
we chose irreversible mass action kinetics. The paranetettse destructive
reaction®yor are set tdk = 0.1, and those for the logical reactiofigor are
set tok = 0.001. At several simulation times, the input is changed in order

12



0—a, p—b 0—a, 0—B 0—A, 0—B

output: C

Concentration [particles/ml]

0 50 100 150 200 250 300 350 400 450 500

FIGURE 2

Dynamic behavior of the chemical reaction network impletimgnanxoR logic gate.
The time course of all 6 molecular species is shown. Irrévkersnass action kinetics
are assumed for all reactions. Reaction rates are $ett@.001 for logical reactions.
Reaction rates of destruction reactions are sét100.1. For all irreversible constant
influxes €.9, ® — A), the rates are set fo= 1. The reaction system is stochastically
simulated with the biochemical network simulatopasi[20] using a compartment
size of 1 ml. See text for details.

to observe the switching of theor gate. Initially, there exist no molecular
particles in the reactor, and two influxesofindb are present. This corre-
sponds to the case in which both the input variablasdb are set td). Since
molecular speciesis generated, the output is computed te 0.

At simulation time 100 s, the content of input variablés switched to
1 by replacing the influx of molecular speciéswith the influx( — B.
The molecular particles andc, whose concentrations are still high from the
previous computation, deteriorate and finally vanish. Tésiréd outpuC’
does not appear until the time point of approximately 200 keri[ instead
of a, the molecular specied is applied as an input starting from simulation
time 300 s. The remaining molecules of specieendC' from the previous
computation decay first and the desired answegspears in the end.

As seen from the dynamical simulation, the computationsililterepre-
sented by the qualitative final state of the reaction vessgldependent of
the initial state. The applied continuous input is the omlgtér deciding on
the final state. The output molecules are generated contiyiavhile un-
desired species are removed from the reaction vessel bigico# with their
anti-particles. When applying two inputs, the analysisefrteaction network
revealed that only one organization exists, predictingy ome species com-
position (the species of that organization) to be closedsatfemaintaining,

13
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FIGURE 3

Results of the theoretical analysis of the chemical reaatietwork implementing
the logic circuit consisting of multiple gates. (A) Circutagram of anaND gate
with two NAND gates. (B) The network consists of six logical reactidhs, and
four destructive reaction®. (C) An influx is added to define one input. (D)
Another inflow is added so that both inputs are defined. Degph& combination of
two chemical logic gates, only the organization contairtimgdesired output species
is leftin (D).

and thus likely to be observed in the reactor. The stochastialation con-
firms the result.

5 CASE STUDY II: MULTIPLE LOGIC GATES

Extensibility and scalability is an advantage of convemidogic gates. Mul-
tiple logic gates can be easily connected to realize diffieimms of computa-
tion. In this section, we demonstrate the connectivity afrafcal logic gates
and scalability of the theoretical analysis. As an exampkjmplement an
AND and anoRr gate by combiningtAND gates.

5.1 AND Gate by Connecting Two NAND Gates
An AND gate can be constructed by sequentially connecting\umnab gates
(Figure 3 (A)). The single logiclAND gates are chemically implemented in
the same way as theR gate in the previous example.

The boolean network is defined by a set of four boolean vagsghl b, c, d}
and a set of two boolean functiofis= F.(a,b),d = Fy4(c)}. The firstNAND
is associated with. and the second is withy. The truth tablel. for the
first NAND gate has four rows. On the other hand, the truth tdblef the
secondNAND gate has only two rows, since the functibprequires only one

14



argument. The algebraic chemistt¥{ o, Rano) IS constructed as follows:
MAND = {a,A,b,B,c, C, d,D} (16)

and
RAND = EAND ) DAND = (KCAND ) EiND) U DAND (17)

where

Dawo ={a+A—0,b+B—0,c+C—0,d+ D — 0},
Loy ={a+b—C,a+B—C, A+b—C, A+ B —c},
Lo = {2c — D, 2C — d}.

The two reaction rules igd,, are equivalent to &80T operation.

The algebraic chemistryM o, Rano) With six reactions and four de-
structive outflows is analyzed for organizations (closed self-maintaining
sets of molecular species), and the result is shown as theeHhagram in
Figure 3 (B) depicting a hierarchy of organizations in thacteon network.
The algebraic chemistry implements theD gate without any input speci-
fied. Initialization of input variables andb is represented by adding inflows
to the set of reactions. In Figure 3 (C), hierarchies of oizmions in the
reaction network are shown when one inflow is provided. Haksgrams
in Figure 3 (D) show the hierarchy of organizations in thecties network
with two input fluxes in which both input variables are definéithe same
discussion as in the previou®R logic gate example can be applied. When
both inputs are provided, only one organization remaing¥ery input con-
dition and the organization contains the desired outpuemdéar specieg or
D, respectively. The theoretical analysis suggestsaRatbehavior emerges
regardless of an initial state and regardless of the dyreatiosen (cf. Sec-
tion 2.1).

5.2 OR Gate by Connecting Three NAND Gates

Another example of connecting chemical logic gates iso@&ncircuit with
three NAND gates (Figure 4 (A)). The logic circuit can be defined by five
boolean variable$a, b, ¢, d, e} and three boolean functiods = F.(a),d =
Fy(b),e = F.(c,d)}. The algebraic chemistryM g, Ror) implementing
the logic circuit (without any input specified) consistserf molecular species:

Mor ={a,A,b,B,c,C,d,D,e, E}. (18)
The set of reaction rules is

ROR - EOR U DOR - (ESR U LCd)R U ‘CSR) U D (19)
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FIGURE 4

Results of the theoretical analysis of a chemical reacteEtwark implementing the
logic circuit consisting of multiple gates. (A) Circuit djeam of anor gate with three
NAND gates. (B) The network consists of eight logical reactidpsand five destruc-
tive reactionsDor. (C) An influx is added. (D) Two inflows are added, specifying
two input values. Despite the combination of three chemlogic gates, only the
organization including the desired output species is fefD).

where

LS, ={2a — C, 2A — ¢},
£, ={2b— D, 2B — d},
Lé={c+d—E, ¢c+D—E C+d—E, C+D— e}
Dor={a+A—-0,0+B—0,c+C—0,d+D—0,e+E— D}

Given the algebraic chemistry, the reaction network isyaread with chem-
ical organization theory and the resultis shown in Figu@}4lh Figure 4 (C)
and (D), Hasse diagrams depicting the hierarchy of orgéinizsin the chem-
ical reaction network including influxes are shown. As thieeotcases, one
inflow is not enough to determine the output since output mdér species
e and F are both found to be a member of the organizations. Defining a
value for both input variables, by adding two influxes to thaation network,
reduces the number of organizations in the network to ore tfaa only or-
ganization consists of the desired combination of molespacies.

It is interesting to note that in our current implementatidfra chemical
OR gate, the output is not determined by a single input flux like~ B
(b = 1), while inputa is unspecified (Figure 4 (C), right). Theoretically, for
b = 1 the output should be 1, independentlyaof\iWe can now use chemical
organization theory to search for chemical networks thasiso able to cope
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FIGURE 5

Analysis of a chemical reaction network implementing an RSffop circuit with
respect to its emergent behavior at the systems level. (Kuidiagram of the RS
flip-flop. (B) Truth table describing its behavior. (C) Hiezhy of organizations of
the reaction network. (D) An influx is added to define one ingl) Two inflows are
added, specifying two input values. The analysis using ét@mrganization theory
reveals that we can expect a dynamical behavior correspgridithe operation of a
flip-flop circuit. See text for details.

with unspecified inputs (not shown here).

6 CASE STUDY lll: A CHEMICAL FLIP-FLOP

In this section, we apply our approach to a more complicaxaeangle: the
flip-flop logic circuit. As opposed to the previous exampldj@flop circuit
is bistable, which is achieved by two feedback connectidftsen we analyze
the organizations of our chemical instantiation of the flggp, the bistability
of the circuit will also become apparent. This allows us tplai the dy-
namical behavior of the chemical flip-flop in terms of cherh@@anization
theory on an abstract level, which does not need to refer texemtration
levels.

The RS (Reset and Set) flip-flop circuit consists of maND gates con-
nected in parallel as shown in Figure 5 (A). The behavior canldéscribed
by the truth table as shown in Figure 5 (B). The output of orggclgate is
connected to one of the two inputs of the other gate, formiiegdback loop.
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The “set” operatiorfS, R) = (0, 1) changes the outp@to 1, and the “reset”
operation(S, R) = (1, 0) setsQ to 0. When both inputs are set tothe output
is kept as in the previous state. The one-bit informationtirethe outpu®
has beer or 1 is stored by the “hold” operation, i.€S,R) = (1,1). Nor-
mally, the input(S, R) = (0, 0) is prohibited because the circuit will go into
a state wher® = 1 andQ = 1. Application examples for the flip-flop are
memory and counter circuits.

The flip-flop logic circuit can be defined by the set of four ezl vari-
ables{a,b,c,d} and the set of two boolean functiofs = F.(a,d),d =
Fy(b,c}. Variablesa andb are input variables for the boolean network and
the internal variables areandd. According to the recipe described in Sec-
tion 3, the algebraic chemistiyM gs s, Rrsyr) is constructed. The set of
molecular species consists of eight molecular species

Mpgssr ={a,A,b,B,c,C,d,D}. (20)
The set of reaction rules is composed of three sets
Rrssr = LrsesUDrssr = (Lhgrp U LRsrp) UPRssy  (21)
where

L%Sff:{a+d—>O,Q+D—>C,A+d—>C,A+D—>C}7
Lhgsp={b+c—D,b+C—D,B+c— D,B+C — d},
DRSff:{a+A—>@7b+B—>@7c+C—>Q)7d+D_>Q)}_

When we apply our analysis to the algebraic chemi§tWrs s, Rrsys)
implementing the RS flip-flop without any input specified, voeirid 25 or-
ganizations consisting of up to two molecular species, fhio not react
(Figure 5 (C)). If values of the two input variables are dedinivo influxes
are added to the set of reaction rulegs sy So that four algebraic chemistries
are analyze@.MRsff, RRSfj'U{@ —a,) — b}>, <./\/leff, RRSfj'U{® —

a, 0 — B}>, <MRSff7RRSff @] {@ — A, 0 — b}>, and<./\/leff,'RR5ff U

{0 — A,0 — B}). As seen in Figure 5 (E), the number of organizations
found in the network is reduced to two or three for each in@sec Since
the output species C, d, andD are in the set of the reactants, no reaction
occurs when those species are not present in the reactisalvéhus, the
smallest organization contains only the two inflow specisove it, the des-
ignated output species are included in the organizatiois.ifnplies that the
presence of the output species”, d, or D in the reaction vessel is neces-
sary for the flip-flop operation. In other words, the input ewllar species
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alone cannot generate the organization representing aatapel mode of
the flip-flop.

The operation of the flip-flop can be described by transitioetsveen or-
ganizations containing output species: The set and reseatipn move the
reaction system to the states corresponding to organiefdiaB, C, d} (set)
and{A,b,c, D} (reset). Recall that for the set and reset operation we add
{0 — a,0 — B} and{0 — A,0 — b} to the set of reaction rules, respec-
tively.

For the hold operation (includinfy — A, — B), the flip-flop has two
stable states represented by the organizafiens3, C, d} and{ A, B, ¢, D}.

If the reaction vessel had been in organizatien B, C, d} previously, it
will move into organizatiof A, B, C, d}; and if it had been in organization
{A,b,c, D} before, it will move into organizatioQ A, B, ¢, D}. Symboli-
cally speaking, the lowercase input species is replacetshyppercase due
to the input change, but the output state remains unchanged.

For the sake of completeness, the cases in which only one isfadded to
the network are shown in Figure 5 (D). A set of molecular sgettiat no reac-
tion rule (including decay reaction) is applicable is aresrigation because no
molecular species is produced (closed) or consumed (sa#litaining). The
smallest organizations contain only the input species thighinflux. Adding
one species that does not interact with the input speciessfanother orga-
nization. Since adding another species makes a reactierapglicable and
molecular species are used up with no reproduction, théseseno organiza-
tion of size greater than two.

6.1 Dynamical Simulation

In order to validate the discussion of the previous sectieparformed stochas-
tic simulations (usindMGSJ[15, 21] andCopasi[20]) of reaction systems im-
plementing the chemical flip-flop. Figure 6 shows a typicaiudation run.
The influx is defined as an irreversible constant flux with kimparameter set
to 1. For all other reactions we chose irreversible mass actiogtiks. The
kinetic parameters are set@ol for the second-order reactions that produce
output species, C, d, or D. For destructive reactions, the kinetic parameters
are set td).001. During the first “hold” phase (0 - 100 s), the concentration
of C' andd remain high. In the following “reset” phase (100 - 200 s), the
input reactiony) — A and() — b are added to “reset” the system so that
the output variable is set to0. The concentration o andd decreases
gradually and speciesand D accumulate in the reaction vessel. The sys-
tem eventually reaches a state in which only members of thaniration
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FIGURE 6

Dynamic behavior of the chemical reaction network impletimgna RS flip-flop logic
circuit. The top figure shows the time course of the input Eeg A, b, andB. The
bottom figure shows the concentrations of the output spekiesersible mass action
kinetics is assumed for all reactions. The kinetic paramsedee set t& = 1 for all
zero-order reactione(g, ) — A). The kinetic parameter is set to= 0.001 for
destructive reactions. For the other second-order raectiooducing output species
¢, C, d, or D, the kinetic parameter is = 0.1. The reaction system is stochastically
simulated with the biochemical network simulat@opasi[20] using a compartment
size of 10 ml.

{A,b,c, D} are present as expected from the algebraic analysis. Inetkte n
phase (200 - 300 s), the input flow bfis replaced by that oB, § — B,

to “hold” the output of the previous phase. Although the ingpecies have
changed, no qualitative change is detected in the bottophgiinally, in the
last phase (300 - 400 s), the “set” operation is executed Bypging the influx

) — Ato( — a. The transition to the state represented by the organizatio
{a, B,C,d} is observed.

Although the same input species are injected in the two “haiidises, the
states of the reaction vessel in terms of molecular specésept are different
depending on the initial conditions. The bistable behaofdhe flip-flop cir-
cuit is implemented dynamically by the chemical reactiostsgn, which we
have expected from our theoretical analysis in the prevdeason. The reac-
tion network with the two influxe — A and() — B has two organizations
with four species: The system state in the first “hold” phaseasponds to the
organization{ A, B, C, d}, and the members of the organizatioh, B, ¢, D}
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are present during the second “hold” phase.

7 CASE STUDY IV: AN OSCILLATOR

The final case study should elucidate how our method behalves applied
to boolean circuits exhibiting periodic attractors. Witldiaect feedback, a
NAND logic gate can be configured as a controllable oscillatoralying
this system shows that the two alternating states are repexsby only one
organization in the corresponding chemical system. Tharoegtion is the
union of the sets of molecular species representing eadiesétstates. We
will show that, compared to organizations representingifp@ints, the orga-
nization representing an oscillation contains “contrédg’ molecular pairs
like a and A.

Figure 7 (A) shows a circuit diagram of the oscillator withnanD gate
(decomposed into aaND and aNOT gate) and a truth table describing the
oscillatory behavior. A feedback loop is formed by feedihg butput from
theNOT gate to one of the inputs. The dynamical behavior has twoatiosial
modes depending on the value of the input variabighich is the open input
of the circuit. Whera = 0, output variablel and the linked input variable
becomel, independently of an initial value of the other variable

The stationary state witlhh = d = 1 is one operational mode of the circuit,
while the other is an oscillation between two states. Sgttia- 1 causes the
output variablel and linked variablé to alternate betwedhand1. Provided
thatb contained) at timet, output variablel becomed. Since variablel is
connected to variable the contents of variableat timet + 1 is switched to
1 which isb at timet. When the value of becomeg at timet, variabled will
get a value of), and so does variableat timet + 1. Repeating the process
successively, the value of boolean varialileendd will oscillate betweer)
and1 for each time step.

7.1 Chemical Implementation without Amplified Feedback
The oscillator can be defined by a set of three boolean vaséb] b, c} and
a set of two boolean functiodg = F.(a,b),b = F,(c)} . According to the
recipe given in Section 3, an algebraic chemigthf .1, Rosc1) is designed
as follows:

Moser = {a, A, b, B,c,C} (22)

and
Roscl = ﬁoscl U Doscl (23)
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FIGURE 7

Result of analyzing a chemical reaction network implenment controllable os-
cillator using chemical organization theory. (A) Circuiagram and the dynamical
oscillatory behavior described as a truth table. (B) CéimbheactionsC,sc2 for am-
plifying feedback signals are introduced into the set ottieasR,s.2. (C) When an
influx ® — A is added, a sefA, b, B, ¢, C, e, E} is also found to be an organiza-
tion which could be interpreted as the oscillatory behasioce pair-wise molecular
species€.g, b and B) are both in the organization. The destructive reactibps.o
allow alternative dis-/appearance of the two species.

where

Lose1 ={a+b—c,a+B—c,A+b—c¢,A+ B — C,c— B,C — b},
Doscl :{Q+A—’®,b+B—>®,C+C—>®}

The algebraic chemistryM .1, Rosc1) implements the oscillator circuit
without inputa specified so far. Without input, there are five organizations
each containing not more than one molecular spedi@s; {a}, {A}, {b},
and{B} As aresult, there cannot be any oscillation.

The same is true, as expected, when the input variabteinitialized
to 0. In that case the algebraic chemistry is modifiedAd ,sc1, (Rosc1 U
{0 — a})). There are two organizatio§s} and{a, B, c¢}. The latter set of
molecules corresponds to the expected (stationary) bethaiithe boolean
circuit.

Fora = 1 the boolean circuit oscillates. When considering the smpoad-
ing algebraic chemistryM .1, (Rosc1 U {0 — A})), the sef{ A} is found
to be the only organization. Hence, given dynamics, no matie/ we ini-
tialize the reaction system, only molecules of speciesd nothing else will
inevitably remain after some transient, and there is olshono oscillation
possible. The reason for this behavior is that, apart ffeth, there is no set
of molecular species that is self-maintaining. The lackaf-maintenance
is due to the destruction of molecules through the reactiohsB — @and
¢+ C — 0, as long as there are molecules of typé3, c, andC left.
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7.2 Chemical Implementation with Amplified Feedback
The preceding investigation showed that the naively ddrisleemical sys-
tem cannot oscillate like the boolean circuit because tleessary molecular
species are not self-maintaining. A solution to this praoble to counteract
the consumption of molecules by introducing an amplificatiechanism for
each periodically changing variables, as already note@atiéh 3.1

We chose variable to be amplified, which is realized by a catalytic re-
action. The new algebraic chemistiy,s.2, Rosc2) contains two additional
molecular species and E/, which are produced instead bfaind B, respec-
tively (i.e., they replace and B in the previous reaction rules). Molecular
specied$ andB are now produced by catalytic reactions of the ferm e+b
andE — E + B. We can see thdtand B can now be consumed by other
reactions without causing a drain of the output of kD gate.

The resulting chemistry is defined as follows: the set of malker species
is

Msea = {a, A,b,B,c,C,e, E} (24)

and the set of reaction rules is
Roch = £0502 U Coch U Doch (25)

whereC,.2 is a set of catalytic reactions. The set of logical reactibes
comes

Losco ={a+b—c,a+B—>c¢,A+b—c, A+ B — C,c— E,C — e},
and the set of catalytic reactions is
Coscza={e —e+bE— E+ B}.

Since there are four pairs of molecular species in the atgebhemistry, the
set of destructive reactions is now

Doch:{G+A_’@7b+B—>@7C+C—>@7€+E—>@}.

Given the algebraic chemistiyM 5.2, Rosc2) implementing the control-
lable oscillator, chemical organization theory is appliedind organizations
in the reaction network. The result of the analysis is shawRigure 7 (B)
as a hierarchy of organizations. The algebraic chemistexisnded by an
influx to analyze the case in which variahlés initialized to0 or 1. Figure 7
(C) shows the hierarchies of organizations found in thereded reaction net-
works. The smallest organizations for both input cases amgposed of the
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FIGURE 8

Dynamical oscillatory behavior of the chemical reactiotwwek involving a feed-
back loop as shown in Figure 7. The loop is implemented withatalgtic reaction
producing an input species using an output species as dystatdhe upper figure
shows the dynamical concentration changes of the spétimsdb, and those of the
other species are shown in the lower figure. For all first- awbisd-order reactions,
irreversible mass action kinetics is assumed, and theikipatameter is set t0.01.
Aninflux is assumed as an irreversible constant flux with atierparameter d3.001.
The compartment volume is set to 10 ml.

single molecular species with influx because no reactiommscwithout a
feedback signal. For each input case, the biggest org@mzatorrespond to
the operational modes of the oscillator.

When influx() — A is added to the reaction network, the biggest orga-
nization is the se{ A4, b, B, ¢, C, e, E}. This implies that the pair-wise
molecular species liké and B or ¢ andC' are sustained in a reaction ves-
sel even though the two pair-wise molecules decay instaqttn collision
due to the destructive reactions suctbas B — . An interpretation of the
situation is the oscillating operational mode. Due to thelfied feedback
reaction, coexistence of the pair-wise species is now plassi

Dynamical Simulation

To confirm the interpretation of the persistence of the page species in
an organization, we stochastically simulated the reactémsel usingCopasi
[20]. As an initial state of the reaction vessel, it is neaeg$o have a positive
concentration of non-input molecular species becausd mpiecules: and
A cannot produce anything else without other molecular gseci. Figure 7
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(D)). We chose the concentration of molecular spedleas approximately
25 molecules per ml. The dynamical concentration profile in riction
compartment is shown in Figure 8. Alternative appearandbepair-wise
molecular speciesand B in the upper graph of and D in the lower graph
is apparent.

In general, we can say that a boolean circuit that has perattliactors
(e.g, a circuit that can oscillate) will lead to chemical orgaatians that con-
tain “contradicting” molecular pairs such aand B. Thus we can take those
organizations as indicators for oscillatory behavior. dger, our theory does
not allow to say more about the nature of that oscillationtuaty, it is possi-
ble that for specific rate laws chosen, we might obtain amstatiy state in the
chemical system, whereas the corresponding attractoedfdblean network
is periodic. Under which circumstance this is the case amd feriodic at-
tractors appear in the light of chemical organization théws to be studied
theoretically in more detail in the future.

8 CONCLUDING REMARKS

In this paper, we propose a theoretical analysis method#ips to discover
and implement computing capabilities in (artificial) cheadireaction net-
works. Given a list of molecular species and a list of reaxctides, the reac-
tion network is decomposed into a hierarchy of closed anfdnsaintaining
sub-networks called organizations. We have shown thatidgrardchy of or-
ganizations helps to assess the emergent dynamical belo&tiee chemical
reaction network under study. When the approach is appied¢action net-
work implementing anxoR logic gate, the hierarchy of organizations helps
to predict its emergent dynamical behavior. Defining défdrinputs leads to
different organizations corresponding to the variousestatf the gate. Even
though a few of the logic gates are connected, the hierarabrganizationsis
helpful for analyzing the emergent dynamical behavior. Asther example,
a flip-flop logic circuit in which twoNAND gates are connected to each other
via feedback loops is implemented by a chemical reactiomort From the
theoretical analysis, the bistability is reflected by twganrizations found in
the network. Using chemical organization theory, we wefe abexplain the
properties of the chemical flip-flop in a new, comprehensilag by referring
to the Hasse diagram of organizations (Figure 5). Furthegni® “construc-
tive” dynamics of the flip-flop could be described as a movenbetween
organizations (Figure 5 (E)). This description is more cantghan a clas-
sical description referring to the 8-dimensional concaitin state space, as
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demonstrated in Section 6.1.

Oscillatory behavior causes chemical organizations @oimi“contradic-
tory” molecular pairs such asand A. In this light it should be noted that the
chemical system is more complex than the original booleeuitibecause
an on- and off-signal can be present at the same time. Further variables
can be unspecified, e.g. representing an unspecifed “opguit.i Even in
that case, the dynamics of the chemical system is well defasedpposed to
the boolean network.

When designing a system with numerous small, extensiveédracting
components, its global behavior cannot easily be preditted the known
local interactions. A general theory of emergence is dekinaot only for an-
alytical purposes but also for engineering such systemsc#l interactions
are restricted to processes that are expressible as cheegcton rules, the
theory of chemical organization helps to determine theesy'st repertoire of
potential behavior patterns. Since only network strucsioensidered for the
analysis, non-chemical reaction networks, e.g. socigrattion networks,
can also be investigated. The encouraging results preserntieis paper sug-
gest that the theory of chemical organizations is a promgis@ndidate to
contribute to a general theoretical framework to mastdrarglanization in
complex chemical-like information systems.
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