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Abstract— Biochemical information processing found in nature
is known to be robust, self-organizing, adaptive, decenti&ed,
asynchronous, fault-tolerant, and evolvable. A couple of
proaches are already using the chemical metaphor, such as
Gamma, MGS, amorphous computing, membrane computing,
and reaction-diffusion processors. However, in accordare with
Conrad’s tradeoff principle, programming a chemical computer
appears to be difficult. Therefore, in order to further exploit the
mentioned properties new programming techniques are requéed.
Here we describe how chemical organization theory can servas
a tool for chemical programming. The theory allows to predid¢
the potential behavior of a chemical program and thus suppais
a programmer in the design of a chemical-like control system
The approach is demonstrated by applying it to the maximal
independent set problem. We show that the desired solutiorare
predicted by the theory as chemical organizations. Furthemore
the theory uncovers “undesirable” organizations, represating
uncompleted halting computations due to insufficient amoutof
molecules. Finally we discuss an architecture for a “chemi
virtual machine”.

I. INTRODUCTION

to process perceived information is critical. In enginegri
systems are carefully designed for fast computation and low
energy consumption. A computational system is regarded to
"be programmable, evolvable or adaptable, and computétiona
efficient. However, Conrad’s trade-off principle [4] staitiat

it is impossible to achieve those three properties at theesam
time at high level. Hence, outstanding achievement of com-
putational efficiency on a basis of programmable components
results in little evolutionary adaptable systems. In otherds,
programmability is the cost for efficiency and adaptability
found in biological information processing [4]. It shoulé b
noted that the discussion about the trade-off is ratheriné

and conceptual.

Since all known life forms process information using chem-
ical processes [5], the chemical reaction metaphor has been
proposed as a source of inspiration for a novel computation
paradigm [6], [7]. In chemical computing, the solution aprse
as an emergent global behavior based on a manifold of local
interactions [8]. For its heavy nonlinearity such behavior

With respect to computation, dissimilarity between coris hard to analyze and in general impossible to predict by
ventional computers and brains can be studied in the ligitethods that are more efficient than simulations (proof by

of programmability and evolvability [1]. Digital computer

reduction to the halting problem). There is also a common

are the realization of a highly programmable computationagreement that a satisfying theory of emergence is lacléhg [
model, while the brain is not programmable or at least leS$nce a prerequisite for programming by construction is the
programmable. High programmability is achieved by conveability to predict how a chemical program (e.g., a list of

tional computer languages, implying constraints on a sy'ste
operations [2]. However, evolvability is remarkably imipal

reaction rules) behaves [10], a theoretical analysis ofrgem
behavior in chemical computing is necessary. This analysis

since a small random change of a program causes the systtmuld lead to a deeper understanding of the micro-macro

to behave entirely differently or, in most cases, to stopkiviy

link between reaction rules and resulting behavior. We have

due to invalid operations. The robustness of a deliberatedyggested chemical organization theory [11] as a tool hglpi
programmed systems against internal modification or evem construct (i.e., program) and analyze (i.e., describé an
environmental change is one of the factors organic comgutionderstand) chemical computing systems, which might also
is aiming at [3]. Looking at the nature or natural organcontribute towards establishing a theory of (chemical) eme

isms, evolvability is inevitable to cope with the ever-cheny

environment. Evolutionary processes are the main force
biological organisms to adapt to the environmental chan
The brain model as a neural network is characterized

gence [12]. In this paper, we show how chemical organization

fimeory helps programming distributed processes of chémica

gmmputing. The maximum independent set problem serves as
by example.

the continuous evolution of connections between its nesiron Before we briefly review chemical organization theory we
The achievement of high evolvability has contributed to theote that we are interested in approaches where chemistry

successful existence of biological systems.

stimulates the development of new computational paradigms

Considering any computational system, efficiency in compiihese approaches can be distinguished whether real or artifi

tation is also important. For natural systems, for exantptes

cial chemistries are use@Real chemical computingmploys



real molecules and chemical processes to compute. For &iven the stoichiometric matridl = (m; ;) that corresponds
ample, the simplest nonlinear functimr can implemented to (M, R) wherem; ; denotes the number of molecules of
with reaction-diffusion behavior of palladium chloride3]lor speciesi produced in reactionj, a set of molecular species
with the context sensitive enzyme malate dehydrogenage [14 C M is self-maintaining, if there exists a flux vector
Here we focus orartificial chemical computingvhere the v = (va,—5B,,. -, vAjHBj,...,vAmﬁBm)T satisfying the
chemical metaphor is utilized to program or to build elegico following three conditions:
computational systems. This takes the chemical metaphor ag) va,—p; > 0if Aj € Par(S)
a design principle for new software or hardware architec- 2) va,—p; =0 if Aj & Par(S)
tures built on conventional silicon devices. Artificial chieal 3) fi>0if s, € Swhere(fi,..., fi,..., f|M|)T — Mv.
computing, thus, includes constructing chemical-likenfat These three conditions can be read as follows: When the
system in order to model and master concurrent processgs [}%h reaction is applicable to the sé, the flux VA, B,
[16], [7]. must be positive (Condition 1). All other fluxes are set to
zero (Condition 2). Finally, the production rafe for all the
molecular species; € S must be nonnegative (Condition 3).
The target of chemical organization theory are reactiqQote that we have to find only one such flux vector in order
networks. A reaction network consists of a set of moleculgs show that a set is self-maintaining.

M and a set of reaction rule®. Therefore, we define a Taking closure and self-maintenance together, we arrive at
reaction network formally as a tuplgM,R) and call this an organization:
tuple an algebraic chemistry in order to avoid conflicts with pefinition 4 (organization [11], [17]): A set of molecular
other formalizations of reaction networks. speciesO C M that is closed and self-maintaining is called
Definition 1 (algebraic chemistry [11])Given a setM of  an organization.
molecular species and a set of reaction rules given by thewe visualize the set of all organizations by a Hasse diagram,
relation R : Pas(M) x Par(M). We call the pair(M,R) in which organizations are arranged vertically accordiag t
analgebraic chemistrywherePy; (M) denotes the set of all their size in terms of the number of their members (e.g.
multisets with elements from 1. Fig. 1). Two organizations are connected by a line if the lowe
A multiset differs from an ordinary set in that it can contaiyrganization is contained in the organization above antethe
multiple copies of the same element. A reaction rule is similis no other organization in between.
to a rewriting operation [15] on a multiset. Adopting the Finally, a relevant theorem from Ref. [11] states that given
notion from chemistry, a reaction rule is written ds— B 3 differential equation describing the dynamics of a chainic
where bothA and B are multi sets of molecular species. Theeaction system and the algebraic chemistry corresportding
elements of each multi set are listed with “+” symbol betweefiat system, then the set of molecular species with positive
them. Instead of writings1, s2, ..., s, }, the set is written as concentrations in a fixed point€. stationary state), if there
s1+ 82+ -+ + s, in the context of reaction rules. We alstexists a fixed point, is an organization. In other words, we
rewrite a + a — b to 2a — b for simplicity. Note that “+" is can only obtain a stationary behavior with a set of molecular

II. CHEMICAL ORGANIZATION THEORY

not an operator but a separator of elements. species that are both closed and self-maintaining.
A set of molecular species is called an organization if
the following two properties are satisfied: closure and-self 1. A RECIPE FORCHEMICAL PROGRAMMING

maintenance. A set of molecular species is closed when alln this section we present a procedure for designing chem-
reaction rules applicable to the set cannot produce a mialecucal reaction networks solving the maximal independent set
species that is not in the set. This is similar to the algebrgiroblem (see Table | for a short recipe). Let an undirected
closure of an operation in set theory. graphG = (V, E) be defined by a set oV vertexes:

Definition 2 (closure [17]): Given an algebraic chemistry B
(M, R), a set of molecular specie§ C M is closed, if Vi={vn.oond (3)
for every reaction(A — B) € R with A € Py (C), also and a set of edge€. When two vertexes,, and v, are
B € Py (C) holds. connected, the pair of the vertexes are in the &gt v,) €

The second important property, self-maintenance, assurgs Note that the order of the pair is insignificant, that is,
roughly speaking, that all molecules that are consumedith(v,, v,) = (v, v,). A set of vertexl C V is independent if no
a self-maintaining set can also be produced by some reago vertexes in the set are adjacefitv,, v, € I : (vp,v,) &
tion pathways within the self-maintaining set. The genera@). An independent set is maximal if no vertex can be added
definition of self-maintenance is more complicated than the the set and the set is still an independent set. A chemical
definition of closure because the production and consumptigeaction system is programmed to find a maximal independent
of a molecular species can depend on many molecular spegesin an undirected graph.
operating as a whole in a complex pathway.

Definition 3 (self-maintenance [11])Given an algebraic _Formally, this can be defined as; ; = #(i € B)) — #(i € A;), where
#(i € Aj) denotes the number of occurrence of spegiem the lefthand

chemistry (M, R), let i d_enOte thel‘_'th molecular species gjge of reactiony and #(i € B;) the number of occurrence of speciesn
of M and thej-th reaction rules is(A; — B;) € R. the righthand side of reaction



Given the undirected graplds, an algebraic chemistry
(M, R) is designed as follows. For each vertgx we assign

two molecular species? ands} representing the membership
of the vertex in the maximal independent set. The subscrj

of the species name corresponds to the index number of
vertex. High concentration, higher than a threshold chasen
be smaller than any positive coordinate of any fixed poir]
of speciess; means that the vertex; is included in the
maximal independent set. High concentration of spe@i}es
represents that the vertex is not included in the maximal
independent set. Thus the set of molecular spetiesontains
2N molecular species:

0
VR

M={s%st]j=1,... N}

Sj

)

The set of reaction rule® is constructed by assembling
reactions for each vertex:

N

TABLE |
RECIPE FOR MAPPING AN UNDIRECTED GRAPH TO A CHEMICAL
REACTION NETWORK.

pt

theut: Undirected graphG' = (V, E) whereV is a set of N vertexesV =
{vi,...,un} and E is a set of edges. When two vertexes and v, are
connected(vp,vq) € E.

I'ﬁ)utput: Algebraic chemistry(M, R) (a set of molecular specie$t and a
set of reaction ruleR) representing the chemical program to solve maxi
independent set problem.

Algorithm:

1. For each vertex;:

(a) Add two molecular species? and s} to M;2

(b) Add onedestructive reactiorof the form s? + s} — P toR;

(c) Add one reaction téR of the form:

mal

(---+s?+...—>njs]1)

wheren ; is the number of edges connected to verigand (v;, v;) € E.
(d) Add a set ofn; reactions toR:

(s} = $2l(vi,vy) € BY.

Juaniup)).

=1

®3)

N
_ i
R= U R' = aAs a naming convention of molecular species in this paperstiperscrip
=1 indicates the membership for the maximal independent set.
For each reaction s®’, there are three sorts of reactions. The
first two sorts are adapted from two predicates constituting

a program for any distributed processor to solve maximalnote that the algebraic chemistry is defined such that

independent set problem under a cent.ral.scheduler [18]. blecules react only if they are located on the same vertex or
reaction rule to produce specigs is the first: are neighbors. Thus, the resulting (artificial) chemicaitesn

can be interpreted as a spatially distributed compartriizeta

) @) reaction system, where a compartmgntolds only the two

chemical species representing a vertex namelysg? and sjl

where n; is the number of vertexes connected to verte®d where the topological structure of the compartments is
v; andvj,vy,...,v are these neighboring vertices, that isgquivalent to the undirected graph.

(vi,v;), (vi,vk), - .., (vi,v) € E. The left hand side of the Algorithms to solve the maximal independent set problem
reaction contains:; terms, and this reaction is interpretedre theoretically studied (e.g., [19]) and discussed esfhec

as follows: When no neighboring vertex is included in thi the context of distributed processors [18], [20]. In tiexn
maximal independent set, the target vertex should be Section, we exemplify how the chemical organization theory
included in the set. helps to understand the potential dynamical behavior of the

The negation of this predicate is considered by a set;of chemical program for the maximal independent set problem.

reactions:

Uz

1

i

Vi=(s) +sp++s)>mns

IV. EXAMPLE OF CHEMICAL PROGRAMMING TO SOLVE
%) MAXIMAL |INDEPENDENTSET PROBLEM

This is the second type of the reactions, which produce epeci 10 demonstrate how chemical organization theory can be

sV from any species corresponding to the neighboring vertex¢3d t0 understand the potential behavior of a chemical

with superscriptl. This rule can be interpreted as follows: fProgram, various reaction networks are designed for specifi

there exists at lease one neighboring vertex included in ffgtances of the maximal independent set problem in accor-

maximal independent set, then the target verteshould be dance with the recipe shown in Table .

exc_lu_o!ed from the maximal independent set (otheryvise the Linear graph with three nodes

definition of the maximal independent set would be violated)

Generating species) forces vertexy; not to be included in

the set. - )
The last component of s@&’ is adestructive reactionSince shown in Fig. 1 (A):

the membership of the maximal independent set is a binary G = (V = {v1,v2,v3}, E = {(v1,v2), (v2,v3)).  (7)

state, the state becomes undefined when neither or both o[l _ h . lgebraic chem :

the species are present. In order to avoid the latter case, fipllowing the recipe, an algebraic ¢ emisi, R) is con-

two opposite molecular species are defined to vanish up% uc_ted. The set of molecular specisd consists of six
collision: species because the graph contdWis- 3 vertexes:

— 0o .1 .0 .1 .0 .1
M_{81751352752353753}'

Nt = {s% — s?|(vi,vj) € E}.

Provided that an undirected gragh= (V, E) consists of
three vertexes and those vertexes are connected linearly as

Di— 045! 0. ©) (8)



Our naming convention for the species is that the subscript

of the species name is associated with the index of the graph

vertex and that the superscript stands for the membership@ Q

the maximal independent set. For example, specjestands v,

for vertexwv; is included in the maximal independent set, and

s9 represents otherwise for the same vertex. A
For each vertexv;, ve, and vs, reaction rules are con-

structed. The destructive reactions are:

{sfsss| {sistsit]

3 Fig. 1. Analysis of a chemical program with organizationattye (A) Graph

_ i (.0 1 0 1 0 1 structure and (B) hierarchy of organizations within the mfml reaction

D= U D= {81 51— 0, Sy 83 = 0, $3+ S3 — 0}' network for the maximal independent set problem for thealin8-vertex
1=1 graph.

The reaction rules to produce positive membership speoges a
composed of three reactions:

3

{si.s9.s3}| |{sisis%| [{sis8.s%]

i v
V=JV = {3 sh s+ 5§ — 251,50 — s}} ! ; ; ;
i=1 ‘{31}‘ ‘{32}‘ ‘{33}‘
Finally, the non-membership species are also produced: 5 5
i 1 0 .1 0 .1 0 .1 0
= = 183 — 81,8] — 83,83 — 85,85 — §
N U N {52 121 2073 272 3} Fig. 2. Analysis of a chemical program with organizationattye (A) Graph
i=1 structure and (B) hierarchy of organizations within the mfml reaction
The whole set of reactior® results in: network for the maximal independent set problem for theuténc 3-vertex
graph.
R = VUNUD
= {s3 = s1,53 = s, s + 55— 255,
st — 80 sl 50 50 — sl sk — 50, computation due to a lack of molecules. For example, the

empty organization trivially implies: if there are no maldes
in the system, no molecule will enter the system and there
will be no computation. If we setup our chemical computing

The algebraic chemistry is analyzed for hierarchical orgarpyStem such that these small organizations are avoided (e.g
zational structure within the reaction network. When apmgy °Y 2dding enough initial molecules), the system must preduc
chemical organization theory (Section II), the chemicaicre @ SOlUtion.
tion network is decomposed into a hierarchy of overlapping We can now ask whether these solutions, organizations
sub-networks, called organizations. These organizatiwos {95(1)75%753} and{s{, s3, s3} }, are stable or whether the system,
vide an overview of the potential (emergent) behavior of tHhce they have been found, might move spontaneously down
system because only a set of molecular species forming f8n@ smaller organization below them. In general, this type
organization can be stable [11]. Furthermore, the dynanficsOf question requires to investigate the dynamics, suchaas, r
the system can be explained as a transition between organf@stants, in detail. Here, however, we can see already by
tions instead of a movement in the potentially more compld®oking at the reaction rules that organizatifsy, s3, s3}}

s st — 0,89 +s5 — 0,83 +s5 — 01 (9)

state space. must be stable, because all reactions are mass-conserving s
In our example, the reaction netwofl1, R) possesses five that the empty organization (the only organization beloar) c
organizations: never be reached. The situation with organizafieh s9, s} }

is more complicated, because it contains also the smalhorga
O = {0, {s7}, {s3}. {s7. 52,55}, {s1, 2. 53}} ~ (10) zations{s{} and{sJ}. So we can not use the same argument

Figure 1 (B) visualizes these organizations as a HassealiagraS b_efore. T.he stability of that organization depends on the
In passing we note that the organizations do not form a attickinetics applied (not shown here).
because there is not a unique largest organizations.

The two largest organizations represent the two desirgd circular graph with three nodes
solution to the maximal independent set problem, namely
“010” and “101”. This guartees that a dynamical reaction The similar discussion is applicable to the circular graph
system implementing that algebraic chemistry can have sgructure. For instance, three vertexes are connected -as de
tionary states representing the desired solutions (cf) @dd picted in Fig. 2 (A) to form a circular structure. The undiest
that other solutions that consists of species that are not graph can be defined as follows:
organization can not stably exist.

Interestingly the analysis has also uncovered three smalleG = (V = {vy,v2,v3}, E = {(v1,v2), (v2, v3), (v1,v3)}).
organizations. These organizations represent uncondplete (12)
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0
5
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Fig. 3. Analysis of a chemical program with organizationattye (A) Graph
structure with six vertexes and seven edges. (B) The largegtnizations o e el s sndemen Ny el brten
within the chemical reaction network for the maximal indegent set problem
for the graph. Each organization with the size of six coroesis to a solution
to the maximal independent set problem.

According to the recipe, an algebraic chemistry is constaic
and the resulting algebraic chemistry is following:

M = {8(137 s%, 8(237 s%, ng s%} (12) Fig. 4. Hierarchy of chemical_ orga_nizations within the teat r)etwork
programmed to solve the maximal independent set problemhéngraph

and structure depicted in Fig. 3 (A). There are 49 organizationgotal, and
eight organizations with six species are the largest. Thenpial dynamical
R = {Sg + Sg R 28}, S% N S(1J7S§ R S(IJ7 behaviors of the reaction network to solve the maximal iedelent set

problem appear as the largest organizations.

s9+ sg — 283,51 — sg,sé — 89,

s?—l—s%—»sé,s%—»sg,s%%sg, ] . .

SO 45t 50,80+ sh— 0,59+ sL = 0,). (13) micro-macro gap has to be bridged, at least partially, towall
rrd vzt 38 ’ programming the reaction systems.

We have shown that chemical organization theory can serve

Analyzing this reaction network reveals seven overlappirdg @ tool to predi::t_the potgrltial behavior of a chemical
organizations as shown in Fig. 2 (B). The largest orgardmati Program given its “microscopic” reaction rules, withoueth

different vertex state. maximal independent set problem appeared as organizations
Lo o 0 1 o o o0 1 Furthermore, the organizational analysis uncovered aérgan
{51,852, 83}, {51, 52,53}, {57, 52, 53} (14) zations representing incomplete computation due to a lack

Apparently, each organization corresponds to a solution
the maximal independent set problem on this graph structu
When vertexv; is included in the maximal independent set",jl
the other two vertexes should not be in the independent set!

6molecules. Chemical organization theory can now guide
gérther improvements of the chemical program, which aim
t reducing or even removing completely these “undesired”
ganizations.

To allow not only qualitative but also quantitative evaloat

C. Graph with 6 vertexes of our approach, a benchmark problem is desirable. We

Next instance is a combination of the previous exampledlVision as a (simple) benchmark a variant of the maximal
Two circular graph with three vertexes are connected assholjdependent set problem in a sensor network scenario as
in Fig. 3 (A) so that both circles and lines are containedc&insketched in Fig. 5: In this scenario we assume thﬁt sensor
the graph consists of six vertexes, the algebraic chemistydes are arranged linearly. Specific molecules are disérab
holds 12 molecular species. Twenty six reactions amongeth®/€r the network. Then the network should self-organizésuc
species constitute the reaction network. Within that ieact that pairwise neighboring nodes are in different states, fo
network, there are 49 organizations in total. In Fig. 4, a lsho€*@mple, one class should perform a measurement at night the
hierarchy of the organizations is shown, and only the largedher at daytime. When nodes are removed or added dynam-
organizations with six species are listed in Fig. 3 (B). Riog ically, spontaneous reconfiguration should occur (sei&ig.
on the largest organizations within the reaction networly o The recovery time or number of acceptable perturbations can
the set of species representing the solution to the maxin$&fve as a guantitative measure of the systems performance.

independent set problem is found to be the organization. ~ FOr a concrete application we plan to implement a chemical
programming environment and a runtime system as sketched

V. DISCUSSION ANDOUTLOOK in Fig. 6. It consists of a compiler that takes a high level
In chemical computing, the result emerges as a macroscopéscription of a chemical program as input. A chemical
phenomenon from many microscopic reaction events. It is, friogram consists of a list of molecules and reaction rules
general, very difficult to anticipate the macroscopic bétvav including kinetic laws. The compiler generates “chemiogkb
from the microscopic interactions. Since programming chem

ical reaction system is to manipulate the reaction rulegiéen t “For example, a simple language where molecules are just cignaind
reaction rules are explicit transformation rules, or a mmeplex language

mICI’OSCOplc level, the ab'“t_y to ant_|C|pate _the behaviérao \,nere molecules posses a structure and reaction rules nesiénplicitly
program in the macroscopic level is required, however. Tlag referring to that structure (e.g., prime number chery)istr
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