
Theorie und Numerik partieller Differentialgleichungen I

L2 Projection in 1D

Let I = [0, L], L > 0, be an interval and let N + 1 point {xi}Ni=0 to define the partition

0 = x0 < x1 < . . . < xN1 < xN = L, (1)

that subdivides the interval I into N subintervals Ii = [xi−1, xi], i = 1, . . . , N of length hi = xi − xi−1. Define,
the space Vh, of continuous piecewise linear functions by

Vh = {v : v ∈ C(I), : v|Ii ∈ P1(Ii)}, (2)

where P1(Ii) denotes the space of linear functions on I1. Let {ϕi}Ni=0, a basis functions of Vh such that ϕi(xj) = δij ,
where δij = 1 if and only if i = j, and otherwise is zero. Since {ϕi}Ni=0 form a basis of Vh, every function vh ∈ Vh,
may be written as linear combination of the basis functions, i.e.,

vh =

N∑
i=0

αiϕi(x), α = (α0, . . . , αN )T ∈ RN+1.

The functions ϕi are given by

ϕi(x) =


x−xi−1

hi
, if x ∈ Ii,

xi+1−x
hi+1

, if x ∈ Ii+1,

0, otherwise.

1 L2 projection
Given a function f ∈ L2(I), we are we seek function πh f ∈ Vh such that∫

I

(f − πh f)χdx = 0, ∀χ ∈ Vh.

The latter defines the a projection of function f onto Vh, since the difference f−πh f is required to be orthogonal
to all functions of Vh. But how good is the L2 in the approximating f? The following result gives the answer.

The L2 projection πh f of f is the best approximation on Vh with respect to L2-norm, i.e.,

∥f − πh f∥L2(I) ≤ ∥f − χ∥L2(I), ∀χ ∈ Vh.

Moreover, if f ∈ H2(I), the error can be estimated as follows,

∥f − πh f∥L2(I) + h∥(f − πh f)
′∥L2(I) ≤ C h2∥f ′′∥L2(I), (3)

where ∥v∥L2(I) =
(∫

I
v2 dx

)1/2
. The constant C is independent of h and h = max1≤i≤N hi.

1.1 Derivation of a Linear System of Equations
Since πh f ∈ Vh, may be written as linear combination of the basis functions, i.e.,

πh f =

N∑
i=0

ξiϕi(x), ξ = (ξ0, . . . , ξN )T ∈ RN+1.

Given a function f ∈ L2(I), in order to determine its L2-projection πh f on Vh, we need to solve a linear
system of equations. In fact, using its definition with χ = ϕi, i = 1, . . . , N, we have

∫
I

fϕi dx =

∫
I

 N∑
j=0

ξjϕj

ϕi dx =

N∑
j=1

∫
I

ϕjϕi dx, i = 0, . . . , N.
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If further, we define the matrix M = {mij}Ni,j=0, with elements

mij :=

∫
I

ϕjϕi dx,

we get the following linear system for the determination of the coefficients ξj , j = 0, . . . , N,

M ξ = b,

where bi =
∫
I
fϕi dx, i = 0, . . . , N. Solving the latter linear system, we get the coefficient vector ξ.

To compute the vector b we need to employ a quadrature rule. For this exercise we may use the Simpson
formula that integrates exactly polynomial up to order 2.

1.2 Simpson’s rule
Given interval [a, b], with midpoint c = (a + b)/2, the Simpson’s rule for the computation of the

∫
I
g dx, g ∈

C([a, b]), is ∫
I

g dx = (b− a)
g(a) + 4g(c) + g(b)

6
.

1.3 Programming exercises
Exercise 1 Let I = [0, 1] and f(x) = x2, x ∈ I. Write a program that

1. computes the L2−projection πh f ∈ Vh of f,

2. determines the experimental order of accuracy in L2 and H1 norm, (see hint), and

3. plot your results and compare with the function.

Hint Compute the norms of (3) for two different natural numbers N1 < N2, then the experimental order of
convergence with N1, N2, is given by

p(N1, N2) =
ln
(

E(N2)
E(N1)

)
ln
(

N1

N2

) , (4)

where first in (4) take E(N) := ∥f − πh f∥L2(I), h = 1/N. See that p(N1, N2) ≈ 2. Next, take E(N) :=
∥(f − πh f)

′∥L2(I), h = 1/N. See that p(N1, N2) ≈ 1.

Exercise 2 Take f(x) = arctan((x− 1/2)/ζ), x ∈ I. Run the program with different values of ζ = 0.1, 0.01.
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