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Abstract

The construction of molecular-scale machines requires novel paradayniseir
programming. Here, we assume a scenario of distributed devices thasprioe
formation by chemical reactions and that communicate by exchanging molecules
Programming such a distributed system requires to specify reaction ruies| as
exchange rules. Here, we present an approach that helps to guiskeuiial con-
struction of distributed chemical programs. We show, how chemical oraforiz
theory can assist a programmer in predicting the behavior the progranbabie
idea is that a computation should be understood as a movement between chemi-
cal organizations, which are closed and self-maintaining sets of molepeleies.
When sticking to that design principle, fine-tuning of kinetic laws becomes less
important. We demonstrate the approach by a novel chemical progranotbed s

the maximal independent set problem on a distributed system without atrglcen
control — a typical situation in ad-hoc networks. We show that the compughtion
result, which emerges from many local reaction events, can be explaiterdis of
chemical organizations, which assures robustness and low sensitivigy thaoice

of kinetic parameters.

Nanotechnology and molecular computation are a great match since thosetsh@ame scale
medium: nanoscale molecules. Under the achievements of nanotechndiegygwamples includ-
ing logic gates using multiple nanotube transistors (Bachtold, Hadley, N&ka&iBekkerdagger,
2001) have been reported. Wide varieties of nanoparticle applicatiahes#52004), for example,
ultrasensitive biosensors (Wang, 2005) using gold nanoparticledetbuith enzymes (Willner,
Basnar, & Willner, 2007), attribute to nanotechnological techniques ofpukating nano-scale ob-
jects. Synthesizing molecular machinery out of DNA molecules seems promiztiy & Turber-
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field, 2007) even though the lack of stiffness of biomolecules in compawgbridry’ nanotechnol-
ogy materials has been argued (Merkle, 2000) to be the drawbackit®tsprapid development
of nanotechnology, wet-lab experiments are exclusively exercisedetatgpthe boolean logics (de
Silva & Uchiyama, 2007).

DNA computing demonstrated by Adleman already addressed that limitation ofatiyeer
logic computation paradigms by utilizing particular operation modes of DNA molscélssum-
ing DNA as data carrier, up to #bbytes can be saved and operated simultaneously within one
liter of liquid providing a storage density of 1pitm® (Paun, Rozenberg, & Salomaa, 1998). One
Joule allows up to 18 molecular operations on DNA (Pisanti, 1998). This highly parallelized op-
eration on DNA strands with high data density is the key characteristics of t#e dmputation
approach. The significance, we note here, is that the computation mgdigitedt is in concert with
computation medium.

In nano-scale world, molecules are regarded to constitute medium, and ehesaictions
play an important role in biological information processing principles (). Egipgpmolecules and
reaction rules as a metaphor, thus, novel computation paradigms havexpered (Baatre &
Métayer, 1986; Bun, 2002; Baatre, Fradet, & Radenac, 2004; Tschudin, 2003; Berry & Boudol,
1992). Essentially, those chemical computing models refer the elementanasimitslecules, and
the operations are described in the form of reactions among those moleGiNes the inputs of
the computation as the initial configuration of reaction vessels or reactersytputs emerge from
local interactions in accordance with the reaction rules given (BanElitafich, & Rauhe, 1996).
In these chemical computing models, programming corresponds to desigainggittion rules at
the microscopic levels, and the desired computational result emerges at¢hesonpic levels as
a global systems’ state. The relation between those two levels is highly nem;lared thus the
guestion for effective programming techniques arises. It seems cpassible in this context to
predict the macro behavior from the micro rules because of the paraehtigns of the reaction
rules that are possibly tangled in a complex manner. A common approach tifftbigtgt is to find a
mapping from a known computation model like a Turing machine or a finite statmataa (Faun,
2002; Rothemund, 1996).

Our programming approach, on the other hand, does not refer to tbogaitation models.
As argued by Conrad, the conventional computers differ from namoétcular systems, such as
brain or enzymes, with respect to the level of achievement of programmafiliy conventional
digital computers are designed to achieve high programmability by restrictimgtteiors of com-
putational entities, and the natural molecular systems operate to exploit foepreperties of the
medium. As a result of respecting the medium, the natural molecular systemat dnighly pro-
grammable , but are evolvable (or adaptable) and computationally effi€ig®}. (In this paper, we
present a programming technique utilizing a notion of chemical organizatiomi¢b & Speroni
di Fenizio, 2007) as a guide for predicting the behavior of the chemiogram. Our case story is
the maximal independent set (MIS) problem particularly in a distributed ctngpanvironment,
since there are efficient algorithms to solve the MIS problem (Luby, 1986)first start with intro-
ducing the theory of chemical organizations in the next section. Themrogramming techniques
are summarized under the name of organization-oriented design princialegeanonstrated on
chemical programming for the MIS problem. Results of analyzing the consttwhemical pro-
grams using a chemical organization theory is shown. Finally, dynamical gioruisemployed to
validate the chemical programs.
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Approaches to Chemical Programming

In general, there are several approaches to obtain a chemical proggable of solving a
predefined computational problem. Here, we distinguish optimization vewstraction. Opti-
mization subsumes heuristically driven techniques: A more or less randowdgchieaction net-
work becomes successively improved e.g. by evolutionary methods (Zig&dBanzhaf, 2001),
learning inspired by neural networks, simulated annealing, or tabuhs@lafe Landweber, 2002).
Within the optimization process, the reaction network topology as well as raggtimameters
are fitted according to the desired behavior (Deckard & Sauro, 20@¥#)ough pure optimiza-
tion often generates solutions of astonishing efficiency, the absolutectoess of chemical pro-
grams is not guaranteed. In contrast, the roots of manual constructi@aaifon systems lie in
engineering (Alon, 2006). This approach is based on some elementagutational units rep-
resented by predefined well-understood reaction network motifs (Ackméyama, & Higuchi,
1992). Equipped with specified interfaces, these motifs then can be cairtioivards intercon-
nected networks of more complex functionality. Using construction princilifeshierarchical
modularization, malfunction of the final reaction network can be avoidepiiifPReed, & Palsson,
2004).

Chemical Organization Theory

Inspired by Fontana and Buss, a theory of chemical organizationseleasdeveloped by ?.
A chemical organization is defined as a set of molecular species that id elndeself-maintaining.
These properties are only dependent on stoichiometry of reaction hetamd a relation of the
organizations to dynamical behaviors of reaction systems based on #émergaction network was
proven. Given a fixed point, the set of species with positive concemgigan organization (?,
?). Thus, chemical organization theory allows to predict which specigseattions can persist
in a long-term simulation of the reaction system (see (Kaleta, Centler, Fe&ifditfrich, 2008)
for a practical application). This prediction does not only encompasdysttates where the con-
centration of no molecular species changes, but also periodic attraothisrag-term behaviors
with an unbounded increase of some concentrations (Peter, 2008k tBataheory is dependent
on an algebraic analysis of the reaction network, only dynamical belsawviduced by the reaction
network topology are concentrated, independent of reactor dynamdcseaction kinetics. It is a
natural confinement that the theory operates on a relatively high atistréevel, sets of molec-
ular species, and neglects, so far, quantitative aspects such astcatiop level. The definition
of chemical organizations described in this section is adopted from (DittriSp&roni di Fenizio,
2007).

Formally, a reaction network is a tuple#, %) where.# is a set of molecular species aml
is a set of reaction rules among those species. A reactiopralé is defined by the stoichiometric
coefficientd; , > 0 andr; , > 0 fori € .#, corresponding to the left-hand side and right-hand side,
respectively. Two mappings are defined, given a reactiona@ez, LHS(p) := {i € .#|l; p > O}
and RH$p) = {i € .#|ri, > 0}, representing the set of reactant species and product species,
respectively.

At this point, the first propertglosurecan be defined. A seék C ./ is closed if, for all
reaction rules that can happenAntheir products are also containedAnvp € %a whereZa =
{p € Z|LHS(p) C A}, RHSp) C A. The closure condition assures that reactions among molecules
in a closed set cannot produce molecular species outside this set.
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A definition of the second propertself-maintenancénvolves production rates of species
described as the multiplication of stoichiometric matgxand flux vectorv. The dynamics of a
reaction system is often specified in terms of a differential equation of time Xp= Sv where
S= (rip —lip) is the stoichiometric matrix and= (Vyc#) is a flux vector (kinetic laws) depending

on the current concentration vectore ]R%'. Without loss of generality, we assumg> 0 so that
a reversible reaction needs two entries.in
Although the kinetic laws can be an arbitrary functions, they are constréiynéopology of
the reaction network: Obviously, the fluy of reactionp can only be positive, if all reactant species
(LHS(p)) are present. It also makes sense to assume the reverse. Then wehaath@mical ODE
constraint
V, >0 <« foralli € LHS(p),x >0. (1)

There is a couple of theoretical approaches that use this constraiatyafoemulated by (Feinberg

& Horn, 1973), to relate the algebraic structure of the underlying reacttwork to the dynam-

ical behavior of the reaction system (e.g., (Gatermann, Eiswirtha, & 8an2605)). Under this
constraint, the self-maintenance property is defined. Aset# is self-maintaining if there exists

a strictly positive flux vector’ € R'ﬁjg“ such that all species iA are produced at a non-negative
rate. ThatisSav' > 0 (Dittrich & Speroni di Fenizio, 2007) whe&, is a part of the stoichiometric
matrix regarding the sub-netwo¥s C #. The self-maintenance property assures that all species
consumed by reactions #can be reproduced by the some reaction pathways in the whole network
of A.

Using that notion of chemical organizations, the given reaction networkp®red which
species combination is a chemical organization and is decomposed into hiesroverlapping
sub-networks, organizations. That hierarchy is an overview ofgigrg set of species in the reac-
tion systems after molecules are processed according to the reactioiiedp&then employing
the reaction processes for computation and choosing a proper cotiemmesgcthe hierarchical orga-
nizational structure provides us with an overview of computation outputs.viéw has motivated
organization-oriented chemical programming techniques (Dittrich & Matsur2@fr), where the
theory of chemical organizations is utilized as a tool for programming chemngaation systems.

Organization-oriented Chemical Programming

Organization-oriented chemical programming was described naively ini¢Dit& Mat-
sumaru, 2007). Here, we elaborate those principles in more detail anegthen example of
chemical programs for the maximal independent set (MIS) problem.

A Chemical Program for the MIS Problem

The MIS problem is, given an undirected graph, to find a MIS as illustiat&igure 1. Let
G = (V,E) be an undirected graph whére={vi,..., vy} isaset oN vertices and CV xV is a set
of edges. An edge is represented by a pagirv,) € E of vertices that are connected. Note that the
order of the pair is insignificant, that i8/p, vq) = (Vg,Vp). A set of vertices C V is independenif
no two vertices in the set are directly connected by an edggvg(p # q,Vp € I,vg € I, (Vp,Vq) ¢
E). An independent set imiaximalif there is no larger independent set containing it. No vertex
can be added to a maximal independent set without violating its indepengepesty. The MIS
problem can be efficiently solved while finding the largest MIS (denotedasmumindependent
set problem) is NP complete.
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Figure 1 lllustration of the maximal independent set (MIS) probletheft) The given undirected graph

G = (V,E) consists of four vertices. (Right) Schematic represemtiadf solving the MIS problem by adding
vertices to the empty set. Adding vertex V> or v, satisfies the property of independence in the set, but
these sets are not maximal, because it is possible to adtex véthout violating the independence property.
Adding vertexvs, on the other hand, results in a solution of the MIS problemother solution to the MIS
problem is{vi,va} and{vz,v4}. The set{vi, v} is not an independent set. The solutions tortreximum
independent set problem {s1,v4} and{v,,v4}, because of the largest size 2 while the other NN&} has

the size of 1.

To solve the MIS problem in a distributed computing environment without dexdrarol, the
following two predicates applied locally in every vertgxare suggested: (Herman, 2003; Shukla,
Rosenkrantz, & Ravi, 1995; lkeda, Kamei, & Kakugawa, 2002): f(la heighboring verte;
((vj,vi) € E) of v; is included in the selt, then the vertex; should be excluded frorn (I1) If no
neighboring vertex; of v; is included inl, the vertexy; should be included ih. Formally:

(1) 3vjl(vj,vi) € E,vj el] = Viél,
(1) Wjl(vj,vi) e E,vj ¢1] = viel 2)

Our chemical program is derived from these rules.

We developed a chemical program for the MIS problem on a distributed wimgpenviron-
ment. Each distributed device corresponds to a vertex of the given.gEgth device consists
of a reactor populated by molecules, copies or instances of species, dmmical program is a
chemical reaction network defining the reaction rules among these molepetaes. The reaction
rules are common in every device, and the devices are internally differms tef the molecules’
concentrations. Communication between the devices is achieved througichiamge of molecules
by undirected diffusion or directed transport (Abelson et al., 200(hsfeMayer, 1999; Hiyama
et al., 2005). The exchange rules are, from a formal point of vievistinguishable with reaction
rules when spatial localizations, to which device the molecules belong, & iteth account.

A chemical program is a reaction netwotk”, % U .7) where.# is a set of molecular
species and? is a set of reaction rules among those species. For the MIS problem, themia
species# = {s,s°, f° f11 and three reaction rules i# and four exchange rules iff as depicted
in Figure 3. There are two kinds of reactions: reaction rddesithin one vertex and exchange rules
7 between two vertices For any vertices, the reaction rules are common:

R={L+s—-0°-0 -} (3)
Exchange rules’ ; are defined for each edge,v;) € E:

Ti=(3 -+ 0P Sosring -1 @
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Note that the vertex number is attached to the species names in order to distidguaiical species
based on locations. These rules transport the information whether & igirteluded or not in the
MIS and establish communication between two devices. For examplegWiths' + f, vertexv,
informs a neighbor vertey; thaty; is included in the MIS. For bidirectional communication, there
are also flows from vertex; to v;. Rationals of these reactions are explained in the latter section.

In a former work (Matsumaru, Lenser, Hinze, & Dittrich, 2007), we dewped another chem-
ical program for the same problem. The difference is that the formerg@mogvolves an irrational
reaction such that the number of reactants depends strictly on the nunmimgbbors. If a vertex
has five neighbors, a fifth order reaction must be defined. Moretherreaction itself must be
modified whenever the neighbor list is changed, and it becomes criticalyinaardcally changing
environment. These are overcome in this work. The order of the chere@etions are restricted
to at most two regardless of the graph topology. The neighboring vedreegresumed to be in-
distinguishable such that all neighbors are categorized as a foreitgx.vetven in the wireless
network, maintaining neighbor list is feasible with the help of neighbor disgaagorithms, but
the improved chemical program does not require the list, saving enetigynamory resources.

Taking these principles into consideration, we construct a chemical godpr a MIS
problem instance, given a two-vertex gragg:= ({v;,v;},{(v,Vvj)}). The solutions to this MIS
problem is{v;} and{v;}. The constructed reaction netwotk#,#) consists of eight species:
A ={s,, 11, 10,8},8), f1, £}, Species name stands forself and f for foreign The super-
script is a binary number, indicating the membership of vertices in the MISthensubscript is the
vertex number where the species belong. If there would be no reactes we would have 256
(= 28) organizations. The resulting program depicted in Figure 3 contains amlg thrganizations
as shown in Figure 2{0}, {<, f1, s}, 7}, {s, £0,s), f{}. In the following, we sketch the principles
we followed in order to achieve this final structure.

Organization-oriented Design Principles

Here seven design principles of organization-oriented programming . liBhe first prin-
ciple (P1) describes constraint on mainly coding schemes to insure theadyilticof chemical
organization theory. Considering principles P2-P6, reaction netWefk%) is designed. The
basis of these principles is to arrange reaction networks to conform thedetath organizational
structures with the desired ones. Then, the kinetics including kinetic pananietspecified for
fine-tuning the computation as stated in P7.

P1:. There should be one organization for each output behavior clas Dynamical behaviors
of reaction systems are time series of concentration prafifés € X|to <t < t1} whereX is the
systems’ state space. By some features, the dynamical behaviors ayerizatk in classes, and
those behavior classes are interpreted as outputs of computation. Thisdgsamming principle
states that this output behavior classification should be arranged sti¢cheteshould be one or-
ganization for each of that class. In other words, if there are two disshghle behavior classes,
then the corresponding organizations should be different from eaein o

In our MIS example, the features are whether spesies & is present in the reactor at a
certain time point. The time point is determined such that the reaction systems wihiltcea steady
state. With this classification arrangement, we have four behavior classsch vertex depending
on species present: neithap), s' (cq), L (Co), and both ¢). Out of these, twody, ce) are
interpreted as an output behavior class: eittenr ° is exclusively present. An output behavior
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Figure 2 Organizational structure within the reaction networktfer MIS problem. Assuming two vertices
connected and 10 reactions defined as shown in Figure 3, @éherthree organizations within that reaction
network. Except for the empty set, two organizations c@uess to two solutions to the MIS problem.
Vertices with double circles are in the MIS.

vertex ¢

vertex j
Tij : vi~> vj
Ri Rj
sp—sp+ f}
st4+s0 =0 Sgﬂf]o st+s0 =0
foﬂw fOA»V)
fr—s° fr—s0
Tij : vy~ vy
1 1 1
sj = sj+ [,
0 0
8] — f;

Figure 3 Chemical program for the MIS problem. Bottom: Reactidand exchange rules of a chemical
program for the MIS problem. Top: lllustration of the reactinetwork for two vertices. See text for details.

class when onlg! species is present, for example, is mapped to the computational output atich th
the vertex belongs to the MIS. Clasg is interpreted such that the vertex is excluded from the MIS.
The other two behavior classeag (cs) indicate uncompleted computations.

This behavior classification and coding scheme are a simple way to fulfill 8igfinciple.
The output behavior classeg andcy are distinguishable at the abstraction level where chemical
organization theory operate. Two kinds of organizations at least aessary within the reaction
network to be constructed: organization with only either spestiess’. This programming princi-
ple claims that the constructed networks should keep these two sorts nizatizns.

Organizations contain boti ands® are associated with a class of uncompleted computation,
Cs. To avoid the organizations, reactiosis+ ° — 0 for both vertices are added. With these two
reactions, sets containing bathands® simultaneously are no longer self-maintaining. For exam-
ple, setA = {s'.§'} is not self-maintaining. Production rate §fis X3 = —V(g,¢o_g), and flux

Visi90) > 0 due to the chemical ODE constraint. Spesfesannot be produced at a non-negative
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rate, and thus the s¢g', s} is not self-maintaining. Hundred twelve sets are not an organization:
16 (= 2*) sets containing onlg', &¥; 16 sets withg', &, ands}; 16 sets withs', &, ands?; 16 sets
with sJ1 ands?; 16 sets withsjl, s? ands'; 16 sets withs} sﬁ’ ands’; 16 sets withs, &, sJ1 s?

In passing, there are approaches of chemical computation exploitingitgqtiaa values of
species concentration. Examples are enzymatic computation (Zauner &d;@®01), where the
concentration level (high or low) of reaction products catalyzed arsashior features to classify
output behaviors. Another example is a chemical reaction system evopPedkard and Sauro
to compute the square-root. The final concentrakprof a molecular species is the square root
of the initial concentrationxp, Xr = /. These coding schemes to map dynamical behaviors to
computational output do not cooperate with this programming technique s céithe violation
of this principles. Quantitative aspects are indistinguishable from the iaegaomal point of view.

On the other hands, the classical DNA computing (Adleman, 1994) or a prumber artificial
chemistry (Banzhaf et al., 1996) may be combined with chemical organizaamytfsince the
species present characterize computational outputs.

P2: The set of molecular species (and the organization) represeng a result should be in
the closure of the species representing the initial input The closure denotes a set of molecular
species that is generated by adding all possible reaction products umibrenew species can
be produced. This principle assures that there is a reaction path froimitiakinput configura-
tion to the desired output species. Otherwise, the desired output will pebajps a result of the
computation.

Furthermore, it is expected that the desired output set is contained inm@aeataining set
within that closure. The self-maintenance property of the set of molecpéaiess indicates the-
oretical possibilities to sustain all the species in the dynamical reaction systentise desired
output species may be sustained in the reaction system until the outcomescohtpatation is
observed. The ideal case is that the desired output is representddrggst self-maintaining set
within that closure. In case that there exists a larger self-maintaining setitbalesired output set,
the dynamics may settle above the desired one. This argument leads to tpemagte.

P3: The set of molecular species representing an input should gerse the organization rep-
resenting the desired output To generate the organization from a set of species, by definition,
the closure of the given set is taken at first. Then we remove speciesuantibach a largest
self-maintaining set contained in the closure. This principle will be fulfilled enftlowing two
conditions: the desired output is contained within the closure of the input (RH#iiked), and the
largest self-maintaining set contained in the closure corresponds toginedieutput.

The largest self-maintaining set within a closure is not always unique irrgealéough it
is uniguely generated in a specific class of reaction networks, called seistent (Dittrich &
Speroni di Fenizio, 2007) In chemical computing, the uniqueness isegoired. It can be even
beneficial, on the contrary.

In our example, the initial input configuration for each vertex is repiesehy the self
species. Following the principle 2, we added four react®ns s + fl, f! — s? st — st + f, and
f1 — <. in order to create a reaction path from input configuration to desiredibUhis pathway
is a reaction form of the first predicate (1) in Equation (2). There avetmenty four organizations:
sixteen organizations of any combination including empty set of four speieff, s?, and f?
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because of no reactions among thog, f,s0} {s, f}, J, o) {s" 1,8, 2} {' f, 8, £2, 03,

and the four rules with exchanging vertex numbemﬂdj in species hames due to the symmetric
structure of the graph. The reactions of exchanging species betwde®es are catalytic in order to
follow the principle 3. Otherwise any set wigh species including a desired outp, fi!,sj, ?
cannot be self-maintaining and an organization because productiorf siteould be always neg-

ativex.sl = —V(SlJr%O*)@) _Vﬁlg’fjll

P4: Eliminate organizations not representing a desired output Since each organization poten-
tially includes fixed points, the reaction system’s dynamics may converge tofdhe organiza-
tions. Hence, it makes sense to eliminate organizations not representingpaiia order to avoid
premature termination of a computation or even false computational outputs.amhieachieved
by destroying either its closure property or its self-maintenance.

For our example, the collaborative decays-s” — 0 previously described also attribute to
this principle. In addition, the current reaction network still contains thamiggtion representing
an invalid output:{s’, f°,s), f}. Reactionss’ — f ands? — f? are added in order to destroy
its self-maintenance property. Production rxge— —Vgl +§o_>0+vfj1_>§o Ve g0 Can be positive

only when< is present together Wiﬂﬁjl to apply positive constraint on fluxxf,léﬁo > 0. Follow-
ing i i i i7ati 0y (§01 [f0 §0 0 Q0 fl 14 50

g is the list of eight organizations{0}, {f°}, {f]}, {f?, f}}, {st 0, st (L, £, s
(10,9, £, 10}, and{s?, 2, 0., 1%},

> i o2 o

P5: An output organization should have no organization below The dynamics of the reac-
tion system that moves from one organizat@nto anotherO, below (.e., O, C O;) is called a
downward movement. This dynamical move can be theoretically preventeed bglfimaintenance
property with the right kinetics. Practically speaking, this move may occuntapeously due to,
e.g, stochastic effects because the self-maintenance property only tisipossibilities to sustain
all species. Following this principle, a downward movement can be restricted

We added outflows of° species,f® — 0 to eliminate organizations below output orga-
nizations. Namely{ f0}, {f?}, and {f°, f’} are not self-maintaining. Additionally, these two
sets are not self-maintaining:s!, f?,s?, fjl, f2}, and{s, f1, £2,s, f}. Production rate off? is
>'<fjo = — Vo +v§oﬁfjo so thats® must coexist to apply positive constraint on the positive term. Then,

we reach to the reaction network containing only three organizations esmshd-igure 2.

P6: Assure, if possible, stoichiometrically the stability of an output oganization Instead of
eliminating organizations below the desired output as in the previous prindpléh® downward
movement can be ruled out by purely stoichiometric argument. It may be f@$sidesign the
reaction network such that the organization representing the desirad augpable for any kinetic
law. As a simple example consider the systets= {a — b,b — a}, which has two organizations:
{0} and{a,b}. Due to mass-conservation, the system can never move spontaneous|yhé
organization with two species to the empty one. In the MIS example, this principiepigitly
conformed.

P7. Use kinetic laws for fine tuning The kinetic laws determines the systems’ behavior within
an organization and the transition dynamics between organizations. Oatooiats for the right
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kinetics is to assure that the dynamical reaction systems are stable in the onganizations,
restricting mainly the downward movement. Finding the right kinetic laws is in gém@enon-
trivial task. However, the existence of such laws is ensured by chemigahization theory to a
certain extend, and we have seen that following principles P1-P6 simplifyatsits significantly.
Classical dynamical systems theory is certainly reliable for this task, and/gmsgossible to derive
at least in some cases rigorously dynamical stability from network stru@@lmeke, 1980; Feinberg
& Horn, 1974). Another point of consideration is a trade-off betwea stability and the speed of
computation since chemical reaction systems may compute by moving amongstatigas.

Organizational Analysis

Organizational analysis is an algebraic analysis on a reaction networkptorexvhich
species combination is a chemical organization. The results are a hieahiaigianizational struc-
ture of the reaction network. In this section, we analyze the construct8dckBmistry described
above with respect to the organizational structure, using the theoryeaiichl organizations. We
further present the dynamical behaviors of the program for validatiopgse.

Organizational Analysis of Distributed Systems

When analyzing reaction networks, it is significant how large spatial nsgéwe covered
because the size of regions also affect on the network structure.dtanae, an enzymatic reaction,
which is mediated by a certain molecular species, is only defined when tleificpazyme species
is present. The catalysts may be isolated by membrane or immobilized to a speatiicriotf that
regions is not covered, the reactions should not be considered.gAsdin (Fenizio & Dittrich,
2007), the organizational analysis can also provide valuable insights tsptitial structure of
the system and information about the best spatial scale to consider. Antamipdifference in
their approach is that diffusion played only a minor role. Here, on the dihwed, the continuous
exchange of molecular species is essential.

On a distributed system modeled as a set of nodes and links, there aregiomateper-
spectives: local and global. Global perspective considers the wisters, and local perspective
focuses on a local node neglecting the network topology.

Global Analysis of the MIS Chemistry

For a global analysis, a particular graph structure has to be chostre sadirected graph
G = (V,E) in Figure 1 is regarded:

V = {v1,Vo,v3,Va}, E ={(V1,V2),(V1,Va),(V2,V3), (V3,V4)}. 5)
The chemical programi#giobal; Zglobal U Tgiobal) for the MIS problem consists of 16 species
///global = {517307 fi17 fiO || =1... 74} (6)

The species names are associated with the vertex numbers such thapéduise are distinguishable
even in a non-spatial “well-stirred” reactor. For each vertex, thexeraee reactions:

Hgoval =UL1 % ={ S+5—0, $+5-0, §+s5-0, +5-0,
ff — 0, fg — 0, f:g — 0, f‘? — 0, (7

fi—s,  f-os  fGos fiog )
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Org {va,va} Org {vi,va} Org {vs}

Org 1: (0,195, 4.k, 12}
\ Org2: {9 f1, 10 sh f9, 85, 13, 9, £9)
Org 2 Org 3 Org3: {51, 10,80, 3., 19,85, £3, 19, 1)
Org 1 Org {va,va} = {59, fL, f0, b 19,89, 3, 19,51, 9}
\ Org {vy,va} +  {s], f2.89. 13, 19,53 13, 13, 5%, 19}
0 Org {vs}h s {s9 FL S0, 89, F3, £9, b, 19, 50, 1}

Figure 4 Global analysis of a distributed chemical program for tharfvertex topology shown in Figure 1.
The Hasse-diagram (left) shows all organizations of theéaloeaction networK.Zgiobal, Zglobal U global) -
Contents of each organization is listed on the right. Thgdsir organizations corresponds to correct results
of the computation. The four organizations below represtates of the chemical system that cannot lead to
a computational result.

<Mloca11 R local> <MlocaZV(R localu{ 0—f 0}) > <Mlocal!(R localu{ 0—f ]}) > <Mlocal!(R local U{ 0—~f ? 0—f 1}) >

{s}
(19 (0, 1 {s0, 1,

Figure 5 Analysis of chemical programs optimized for distributggtems with chemical organization
theory. Four reaction networks are given at the top, and thenizational structure embedded within the
network is listed below. From the left, base reaction nekwaith no inflow, with inflow of f°, inflow of f1,
and both. Components of the organizations agree to theedds@havior of the vertex.

Four exchange reactions are attached to each edge:

<7global = U j] = U {Sl - Sl_‘_ 1:jlvsio - f]O7S:JL - S:JL+ filas? - fio}' (8)

(vi,vj)eE (vi,vj)eE

The organizational structure within the reaction networkyobal, Zglobal U Zglobal) IS Shown
in Figure 4. The three largest organizations correspond to the thre@aslof the MIS problem,
and there is no organization with an incorrect solution. Implications of thilysisaare chemical
reaction systems based on that MIS chemistry behaves in accordanceansthlutions to the MIS
problem, and the correctness is theoretically guaranteed. The analysiaditsates possibilities
of the uncompleted computations with Org 1, Org 2, Org 3, and the empty setn WWbeystem
is “caught” in one of these organizations, the outcome of the computation isdlusive. This
happens when there are not enough molecules, espesialiy the system. This situation was
circumvented in the ODE system by introducing inflonsbspecies.

Local Analysis of the MIS Chemistry

To take a local perspective, a vertex is focused and the other paitseaidied as environ-
ments. No vertex number is necessary for the species name. The exchbiagyare modeled as an
influx and an outflux because the neighboring vertices are out of sfdpe local perspective. The
chemical program.#ocal, Ziocal U Jiocal) t0 analyze is:

Mocal = {517507 fl, fo}, Hlocal = {31"‘50 — 0, fO— 0, fl— 507}7 Aocal = {SO — 0} (9)
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Note that there is no outflow aft because that species is not consumed by an exchange rule.
Environmental conditions are modeled by inflows.

In the MIS problem, there are four environmental cases as shown ineFsguro neighbors
(without any inflows), no neighbors are included in the MIS (append»xrdluf©), all neighbors
are included in the MIS (append influx ét), and some neighbors are included and some are not
(append both influxes df® and f1). In all cases, incorrect organizations do not exist, and thus, there
cannot be a wrong result of computation. If the vertex has decided ehigthelongs to the MIS,
we can be sure that it is a correct solution. This result is consistent witjidbal analysis.

Undesired organizations af@} in the leftmost case anfff°} in the case withf® influx. As
we will see later, these organizations cannot be avoided in principle, savé¢hiaave either to start
with a sufficiently large set of moleculessiffor add a mechanism that can move the system from the
organizations up to the “solution” organizations above. With the former methedgystem cannot
manage a dynamically changing environment where a vertex may be desittzi the membership
state of the MIS from negative) to positive €') because! species will be completely consumed
in the case withf! influx. Therefore, we adopted the latter. The appended inflost i designed
to be inhibited bys’ species. Unless, no organization withsibecomes possible. In the case with
fLinflux, for example, the only organization beconfe$, <, f}.

Dynamical Simulation

In order to validate the chemical program presented, we constructediimany differential
equation (ODE) system based on that reaction network and analyzednabail behaviors. For
that purpose, we chose as a particular problem instance the GraptV,E) depicted in Figure 1
formulated in Equation (5). The ODE system consists of 16 equations s$ecddour equations
for each vertex, and there are four vertices in the problem instances &tdion kinetics, for each
reaction, is assumed.

Concentration dynamics of specigsands’ with respect tos; are expressed as follows:

-9 - ) (10)
[s"’]:‘i[f] = kz[fil]—kl[s%nso]—<( z) kg[s°]> (11)
vi,vj)€E

wherek; andk, are kinetic constants for reactiog’s+ s° k% pandfl 2 @, respectively, and set
to 0.1. Exchange rule? LY fj0 with a kinetic constanks = 0.1 is considered for every neighboring

vertexv; with (vi,v;) € E. Because of the catalytic nature of the exchange rule'fast <% st + f1,
speciess’ is not flowed out to the neighbor vertices. This exchange rule, assaisie kinetic
constanks = 0.1, does not consung but does producé!. Concentration dynamics of specit’s
and f° with respect to vertey; are given:

) = 9L —wﬁh< 5 mﬁg (12)

(vi,vj)eE

. 0
o= A0 l@ﬂ+< 5 @@Q. (13)
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For both species, the equations are composed of one term for an outitbmatiple terms for

inflows from neighboring vertices. Kinetic constagtfor outflow f° % pis setto QL.

The equation system listed in Equations (10) — (13) is the reaction systea dasur chem-
ical program to solve the MIS problem. However, we introduced a modificaticthe dynamics of
st concentration: o1

0 :

] =kl ~ kel ]+ o 1 (14)
Species' is incorporated with an inflow that is inhibited by specsexpressed by the last term of
Equation (14). The production ratesdfis low whens” exists in a high concentration. Looking at the
reaction network, there is no production rule of spestedhis becomes problematic when a vertex
is desired to alter the membership state from negat¥et¢ positive €). In order to cope with
that condition, an inflow o§! is added to compensate disappearancg species. The inhibitory
effect to the inflow froms” is necessary because that inflow should be activated only when species
L is vanished. Otherwise, there will be no steady state composed ofbahd f1. Outflow term

—kg[s'] (ks = 0.001) is also added in order to avoid explosive increasé obncentrationg L3 0)

Figure 6 shows a dynamical behavior of the chemical program for a iBlgm instance,
implemented as an ODE system listed in Equations (11) — (14). The reactiemsigsstochasti-
cally simulated usingcopasi(Sahle et al., 2006) and compartmentalized (Amos, 2004) in order to
emulate distributed system settings, in which each compartment equals a Véresompartment
size is set to 20 ml. Initially, we disconnected every vertex so that no egehafrspecies between
vertices is possible, and no molecules are present in the reactors. ededbncompartment comes
to be filled with~ 200 s molecules (10 # / ml) due to the appended inflowsbf This state is
interpreted such that the MIS consists of every vertex, and the set watly gertex included is
certainly the MIS. At = 5000, we connected the four vertices and continued the simulation. Due
to the exchange rules, specig’sis generated in each compartment. Instantaneously, spd&es
produced by the reactioht — 0, ands! is consumed by the reactiah+ s’ — 0. The generated
L species are also exchanged to the neighboring verticdS. asfter ~ 500 steps, the reaction
systems already came to a steady state. In this run, compartmemsaiaalvs are populated with
& so that those vertices are excluded from the MIS. Vevieandv, populated withs!, remain in
the MIS. For this graph structure, there are three possible MISs.{MJSrarely appears because
of the fast generation aP, resulted by the introduction df! from the three neighboring vertices.

We next study the behaviors of the chemical program on dynamically ai@bgpology,
and a result is illustrated in Figure 7. The concentration graph at the bottgnsleows that of
st for each vertex. We checked thelt species concentration became high wiskroncentration
became low, and vice verse. Before the simulation, the reaction system gettitedstate where
the reactors in vertex, andv, are filed withs!. In the time range of30000 : 35000) every vertex
is disconnected, and all compartments are populatedsiipecies. Then, at= 35000,v; andvs
are connected so that the communication between those vertices becorkshestaA rapid drop
of s' species concentration in is observed so that vertex is now excluded to maintain the MIS
property. Att = 40000, vertex» is further connected, arst in v is consumed.

When the edgévs, V) is further enabled at= 45000, sefv,, v4}, excludingvs and including
Vo, is computed to be the MIS. Disabling and then enabling the edges the outcomes of the
computation is changed fro§vz,va} to {v1,v4}. During this simulation run, the property of the
MIS is constantly maintained.
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Figure 6. Dynamical behavior of a chemical program for the MIS prahl@he graph structure is shown at
the top, and dashed lines represent no connection. Doubledtivertices are computed to be in the MIS with
the chemical reaction systems. When every vertex is discbedet the initial time point, onlg species
has a positive concentration for every vertex.t At 5000, every vertex is connected. In vertexandv,, st
continue to have a positive high concentration. Vesteandvs is populated withs® species, and! species

is vanished. The output of the chemical computatiofvig v4}, which is a MIS. Specie$! and f° are
present accordingly. Iay, for instance, onlyf® species is with a positive concentration because thatwerte
is linked only with vertices excluded from the set. Vertexcontains bothf! and f° species because of the
connections withv; andvs transportingf! and 9, respectively.
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Figure 7. Dynamical behaviors of the graph structure and those oéenidal program for the MIS problem.
The dashed lines represent no connection, and doublectiveltices indicate the inclusion in the MIS. On
dynamically changing topology, the chemical reaction exyst compute so that the property of the MIS is
always maintained. See text for details.

Conclusion and Outlook

We have presented a theoretical base for the design of distributed cheorigauting sys-
tems, namely organization-oriented chemical programming. Our techniquesewemplified on
the maximal independent set problem, which could be regarded as a peotatylifferentiation
and morphogenesis. Applying our approach has led to a solution chemigtritgproblem, and
robustness against dynamical changes of the base graph topoldogdmaslso demonstrated using
simulations. Considering implementation beyandgilico, simplicity of our solution is also valu-
able. There are only four molecular species necessary, and thotiemeales among those and two
exchange rules between reactor compartments are demanded. We artticipidite implementation
is feasible with methods from nanotechnology and synthetic biology alreadhalale today. Fur-
thermore, our programming approach appears promising, especialbyrftretic biology because
our organizational analysis only depends on stoichiometry of chemicetiora. Manipulating
kinetic laws for fine-tuning is quite complicated in biological systems.

We have also introduced new analysis techniques using chemical ottiamireeory for re-
action systems such that computing devices are distributed in space. Tloe &tifi append spatial
coordinates to the species hame so that an identical species becomesidistiniglbased on resid-
ing locations. Here, locations are represented by the device numbers mbkecules are situated.
Then, the expanded reaction networks are analyzed for the organedattoucture within in order
to take the global perspectives of the reaction systems’ behaviorspiatspecific spatial graph
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topology. While being independent of the topology, the organizationdysinas concentrated on
each device for local perspectives. The device index is omitted frompieies names because
molecules are situated at the same or indistinguishable place, and moleciilangss between
devices, mediated through such as diffusion and transportation py@resmodeled as inflows
and outflows. Considering all possible environmental conditions the dewiceunters, the local
analysis reveals all possible qualitative attractors of a local device.

The insight gained from the local and global analysis allowed us to utagkelrbow the system
copes with qualitative perturbations and with a changing base graph tgpdlmnsequently, we
add a stochastic inflow of a particular species, which should initiate upwardments in the space
of organizations after a topological change. This modification led to a telgaem that can adapt
to a dynamically changing topology.

When multiple devices are employed in a distributed environment, communicatioadyetw
devices plays an important role. Our assumption was that the communicaticialidisted by
the exchange of molecules through directed diffusion or transportatiog ammmunication links.
This sort of communication paradigm has been provoked and investigaitieidlogical, nano-scale
devices, instead of communication with electrons or electromagnetic wawes)deeof the power
and size limitations (?, ?). However, the traditional communication methods, erggibylinks are
also suggested for nano-scale machines (Demoustier, Minoux, Le Balikfi|€s, & Ziaei, 2008).
We also envision that the molecular computing metaphor can be used asanpragapproach for
that system. A molecule will be exchanged via virtual data packages transhytéteictromagnetic
waves.

Here, our focus was on the manual construction of chemical prograshdfsat, with the help
of chemical organization theory, reaction networks are designed feomtch. It will be practical
when manual construction methods are combined with optimization. One methedpgaly build-
ing blocks or network motifs for the other. We have seen benefits espewiadiy an optimization
process is guided with chemical organization theory (Lenser, Matsuidarze, & Dittrich, 2008).

Molecular computing paradigms Chemical programs that respect the mediuncuhesle

In this paper, we proposed that chemical computing is the computation modalrfo-scale
device.
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