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Abstract. Chemical information processing found in living systems has
inspired the design of various organic computing systems. However, find-
ing the right reaction rules appears difficult, because the desired behav-
ior emerges from a large number of microscopic molecular interactions.
Here, we follow an approach that applies chemical organization theory
to bridge the gap between the microscopic reaction rules and the po-
tential macroscopic behavior implied by them. We analyze two chemical
flip-flops originating from two fundamentally different chemical program-
ming methods: manual design and artificial evolution. Although both
networks implement the same function, they hardly show no structural
similarity and it is quite difficult to understand their function by looking
at the network. We show that by applying chemical organization theory
to the networks, we can explain their operation and reveal their common
behavioral structure.
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1 Introduction

Chemical reactions are elementary components for information processing in life
forms [1]. In bacteria, environmental chemical signals are processed to coordinate
movements (i.e., chemotaxis [2]). Gene expression controls morphogenesis [3, 4].
Further examples are found in defense coordination and adaptation in the im-
mune system and information broadcasting by the endocrine system. In biology,
particularly systems biology [5], chemical reactions are assumed to be a main
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control mechanisms of biological phenomena, and the language to describe mech-
anisms is defined as a composition of chemical reactions as specified in Systems
Biology Markup Language (SBML) [6]. When exploiting natural, biological sys-
tems for computation, chemical reactions are regarded as the basic operation.

Employing molecules and reaction rules as a metaphor, novel computation
paradigms have been explored [7, 8, 9, 10, 11, 12, 13]. Essentially, these chemical
computing models refer the elementary units as molecules and the operations
are described in the form of reactions among those molecules. Given the inputs
of the computation as the initial configuration of reaction vessels, the output
emerge from local interactions in accordance with the reaction rules given [14].
Although there are approaches such that spatial configuration of the reaction
vessel is an important factor [15, 16, 17], we here focus on computation models
with a well-stirred reaction vessel. In this context, programming means to specify
reaction rules forming a chemical reaction network.

Dissimilarity between natural chemical systems and conventional digital com-
puters is emphasized with respect to levels of programmability [18]. The con-
ventional digital computers are contrived to achieve high programmability by
restricting the behaviors of computational entities to be context insensitive. In
natural molecular systems, on the other hand, the context sensitivity of compu-
tational entities are preserved to be highly evolvable or adaptable and compu-
tationally efficient. According to the trade-off principles developed by Conrad
[19], programmability is disregarded for those two qualities. Conrad [20] and
also Teuscher [21] claimed that different programming principles from those of
silicon-based computers are desired for such (bio)chemical systems.

One of fundamental difficulties of programming chemical reaction systems
is the gap between reaction rules specified at the microscopic level and global
systems’ behavior emerging at the macroscopic level. Chemical reaction rules
are the fundamental components of the programs, and a global systems’ state is
interpreted as outcomes of computation. The relation between those two levels
is not trivial. Reaction rules are likely to be contingent on each other, and the
tangled reactions are operated in parallel. It seems scarcely possible, in general,
to predict the global behavior from local reaction rules. Since that predictability
is required for programming in a constructive way [22], this micro-macro gap
has to be bridged. In passing these difficulties are generally an issue when a
system consists of a numerous number of entities, and theoretical understanding
of emergent behaviors becomes promoted [23].

The notion of chemical organizations developed by Dittrich and Speroni di
Fenizio [24] has been employed as a guide for programming of chemical reaction
systems [25]. Following Fontana and Buss [26], an organization is defined as a
set of molecular species that is closed and self-maintaining. The hierarchy of all
organizations in a reaction network represents its organizational structure, which
can be used to describe the dynamical (qualitative) behavior of a reaction system
as a movement between organizations [27]. Dittrich and Speroni di Fenizio [24]
have shown as a theorem that only species that form an organization can makeup
a stationary state. Regarding this theorem as a bridge between local reaction
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rules and the global systems’ behavior, analyzing a reaction network with respect
to the organizational structure embedded within helps to predict computational
behavior of the reaction systems.

We further demonstrate in this paper the usefulness of the organizational
analysis for programming chemical reaction systems. For that purpose, two re-
action networks are adopted from [28] and [29]. Those were individually devel-
oped using the different programming strategies but for the same computational
task, namely implementing a RS flip-flop. Although the intended task is the
same, the resulting reaction networks are distinctive. By analyzing organizations
within the networks, we argue that the target function is reflected to the common
organizational structures, which are not visible from the normal graph figure.
In the next section, we briefly describe the theory of chemical organizations
adopted from [24]. The reaction networks adopted and the organizational struc-
tures within are compared (Section 3). Finally, in Section 4 we further discuss
opportunities of organizational analysis with respect to chemical programming.

2 Chemical Organization Theory

The aims of the chemical organization theory have been to derive dynamical
behaviors of reaction systems from algebraic analysis of the underlying reaction
network. Given a reaction network (M, R) where M is a set of molecular
species and R is a set of reaction rules, a reaction system is an instance
of dynamical systems based on the given network and realized by putting a
multiple copies (molecules) of species from set M into a reaction vessel. The
molecules react according to reaction rules given in R, and dynamics of the
reactor and reactions are additionally defined [30]. Dynamical behaviors of the
reaction systems are represented by dynamical changes of the concentration
profile in the state space.

A chemical organization is defined as a set of molecular species that is
closed and self-maintaining [24, 26], and those properties are determined only
from algebraic analysis on network topology. This definition implies that exis-
tence of exact organizations in the dynamical systems are algebraically supported
by the network structure. In other words, organizations are sets of species exist-
ing more likely in the dynamical systems with positive concentrations when the
system is in a stationary state. The closure property prevents generation of ex-
tra species, and the self-maintenance property keeps all species of organizations
from disappearing. Identifying which species combination satisfies the criteria
to be an organization, the reaction network is decomposed into over-lapping
sub-networks. We visualize the set of all organizations with a Hasse-diagram, in
which organizations are arranged vertically according to their size in terms of
the number of their members. Two organizations are connected by a line if the
upper organization contains all species of the lower organization and there is no
other organization between them. The Hasse-diagram represents the hierarchical
organizational structure of the reaction network under study.
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A reaction rule p € R can be written according to the chemical notation:
laypa1 +lagpao+ ... = 7g p01 +Taypa2+.... (1)

Note that “+” is not an operator but a separator of elements. Stoichiometric
coefficients [, , and 7, , describe the amount of molecular species a € M in
reaction p € R on the left-hand and right-hand side, respectively. The stoichio-
metric coefficients define the stoichiometric matrix

S = (5a,p) = (Ta,p — lap)- (2)

An entry s, , of the matrix denotes the net amount of molecules of type a

produced in reaction p. By multiplying flux vector v = (v,) € RLRO‘ to the
stoichiometric matrix, a production rate f, of species a € M is given as a
differential equation of the form f, = &, = (Sv)s. A flux vector v = (v,) is
specified by kinetic laws of a reaction p € R and indicates how fast the reaction
occurs depending on the current concentration profile or vector x € R‘;\g | We
also define mappings LHS(p) = {a € M : l,, > 0} and RHS(p) = {a € M :
Tq,p > 0}, returning the species with a positive coefficient on the left-hand and
right-hand side, respectively. Reaction p can take place in a subset of species
A C M only when LHS(p) C A.
Next, we give the formal definition of two properties of organizations.

Definition 1 (closure). Given a reaction network (M,R), a set of species
A C M is closed, if for all reactions p with LHS(p) C A, the products are also
contained in A, that is, RHS(p) C A.

This closure property ensures that there exists no reaction in A producing new
species not yet present in the organization using only species of that organization.
The other property is a theoretical capability of an organization to maintain
all of its members. Since the maintenance possibly involves complex reaction
pathways, the stoichiometry of the whole reaction network must be considered.

Definition 2 (self-maintenance). A set of species B C M is self-maintaining,
if there exists a flux vector v € RIRl such that the following three conditions ap-
ply: (1) for all reactions p that can take place in B (i.e., LHS(p) C B) the flux is
fized strictly positive v, > 0; (2) for all remaining reactions p (i.e., LHS(p) € B),
the fluz is fized to zero v, = 0; and (3) for all species a € B, the production rate
is mon-negative (Sv), > 0.

These conditions read: the reactions that can take place are forced to occur
(Condition 1) and the other reactions are forced being deactivated (Condition 2).
Then, there still exists a flux vector such that all species in the set are produced
at a positive or zero rate (Condition 3). Roughly speaking, in self-maintaining
set molecular species consumed by reactions are reproduced by some reaction
pathways possibly containing multiple reactions. Combining these, a chemical
organization is defined as a set of molecular species that is closed and self-
maintaining.
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Fig. 1. Circuit diagram and operation mode of flip-flop.

3 Organizational analysis of the chemical flip-flop

Utilizing the notion of chemical organizations described above, chemical pro-
grams in the form of reaction networks are evaluated whether the reaction system
based on the network functions properly. In order to demonstrate the evalua-
tion with the organizational analysis, in this section, we compare organizational
structures embedded within two chemical programs prepared for the same func-
tional operation, implementing a RS flip-flop.

3.1 Chemical flip-flop

Figure 2 shows two chemical reaction networks for implementing the same RS
flip-flop operation (see Figure 1). These networks are designed with two different
programming strategies: compilation (left panel in Figure 2 and 3) and evolution
(right panel in the figures). The former is adopted from [28] and was constructed
such that each logical operation composing the flip-flop logic circuit is translated
systematically to the reaction rule format. Evolutionary algorithms for the other
network are described in [29].

Comparison of these two networks is possible because the same coding scheme
is used to represent a logical operation in the form of a chemical reaction rule.
To code the four binary variables a, b, ¢ and d, making up this flip-flop, to
a chemical format, we employ two opposing species z° and z! for each binary
variable x, where the presence of z° denotes the value x = 0, and 2! denotes x
= 1. When both or neither species are present in the reaction vessel, the state
is interpreted as an undecided output. To help maintaining a valid state inside
the reaction system, four destructive reactions 2% + ' — ) for all four species
pairs ' = a’,b%,¢',d* (i € {0,1}) are predefined for both networks. Inputs to
logic circuits are induced as influxes of species.

Except for the predefined cooperative decays, there are no reactions in com-
mon at all even though those reaction networks are intended to implement the
identical flip-flop behavior. As can be seen from the figures, detecting the flip-flop
capability is hardly possible. Instead, by analyzing the organizational structure
within the reaction networks, a common structure becomes visible.

3.2 Organizational structure

In Figure 3, the organizational structures within those reaction networks are
compared. The relevant common structure consists of four organizations labeled
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Fig. 2. Chemical reaction network implementing RS flip-flop circuits, designed man-
ually (left) and through an evolutionary process (right). Cooperative decay reactions
(@' +a°—=0,b" +0° -0, ' +c” — 0, d' + d° — 0) are omitted. These base reaction
networks are extended to include inflow reactions, representing the inputs to the flip-
flop circuit, depending on the operations. For the hold operation, two reactions § — a'
and ) — b' are added. The other two operations (set and reset) are initiated by § — a°
and ) — b', and ) — o' and ) — b°, respectively.

as orgR, orgS, orgHR, and orgHS. Both figures depict three panels, corresponding
to three operation modes of the flip-flop, and the operations are also imposed
on to the figures as a transition between organizations. By activating inflows
of ) — a' and ® — b°, the reset operation is implemented. In both networks,
a set of molecular species labeled as orgR= {a',t°,c,d'} becomes closed and
self-maintaining. When activating the inflows of ) — a” and () — b' for the
set operation, both network topologies support the organizational properties
of a set orgS= {a°,b!,c!,d"}. Changing inflow reactions to ) — a' and () —
b, the hold operation is achieved. Two organizations orgHR= {a',b',c" d'}
and orgHS= {a',b!,c!,d"} are embedded within both of the reaction networks,
reflecting the bistability of the flip-flop circuit. Depending on the state at the
previous time step, the hold operation brings the system to a different state,
either from orgS to orgHS or from orgR to orgHR. The dynamical simulations
were, in fact, elaborated to use this common structure (See original papers [28]
and [29] for dynamical simulations).



Common Organizational Structures within Two Chemical Flip-Flops 7

orgR reset set orgS
orgR reset  set orgS a, bt et d
{a1, bo, 0, d1} {a0, b1, c1, do}] - v [@r e [@re)
reset m set
0—al
0—b0 hold
hold \ orgHR orgHS o0 a| (o oh @) [al ot et
g gns,/ MO || | I |
\{ al, b, c0, dl}H{ al, bl cl, dO}‘ ‘01, b ‘ ‘al} o Co‘ ‘“’1" o ‘ ‘017 b ‘
{al’ bl} 0—al 7 — at
0—bl c al, ! 0 — bt

Fig. 3. Organizational structure in the reaction network shown in Figure 2, and the
operation mode of the chemical flip-flops. Even though the network structures are
different from each other, the relevant organizations orgR, orgS, orgHR, and orgHS
are embraced within both of the networks. The sameness of the target computation is
reflected to those common organizational structures.

4 Conclusion and discussion

In this paper, we illustrated the usefulness of evaluating chemical reaction
networks using the notion of chemical organizations. Two reaction networks for
the same computational task were adopted, and the organizational structures
within are compared. From the normal graph structure, the intended compu-
tational task is not visible, and no common structure is realized. It is hardly
feasible to detect that those networks are actually for the same computation.
On the contrary, organizational analysis brings forward the common structure
within those networks, and those common structures are, in fact, essential to
implement the intended computational task.

These observations lead to a programming technique utilizing the theory of
chemical organizations as a guide to design a reaction network. Organizational
structures are first imagined how they are supposed to be for the desired com-
putational task, and then chemical reactions are constructed such that the em-
bedded organizational structures are fit to the desired ones. The organizational
structure can be considered as a blueprint of the reaction network. As long as the
organizational structure is in agreement, actual network topology can be more
or less overlooked. The organizational analysis can be also applied interactively
so that reactions are modified bit by bit toward eliminating extra organizations
or generating expected ones. These techniques are summarized as general pro-
gramming principles of organization-oriented chemical programming [31]. Incor-
porating organizational analysis with chemical programming process is, there-
fore, beneficial.

An advantage of incorporating organizational analysis is that programmers
can concentrate on global systems’ behaviors, instead of actual network topology
at the local level. This point may become critical when dealing with a real wet-lab
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chemical system. When modifying a single reaction in chemical reaction network,
it is inevitable to cause side-effects and it is practically infeasible to modify a
single reaction without affecting on the others. Viewing at the global systems’
level, the programmers can decide whether the side-effects are acceptable. It
could save much efforts to neutralize those effects.

Generally speaking, the term “programming” is often associated with modify-
ing or altering systems. However, when considering “real” natural systems, there
may be a programming technique not designing but rather detecting or explor-
ing. Natural systems are very stable as it is, and small modification may cause
unpredictable side-effects. To avoid such unpredictability and to even exploit
innate stabilities, a chemical programming approach by detecting or exploring
desired behaviors in the natural systems is worth investigating. The organiza-
tional analysis of biochemical reaction networks may expose another flip-flop
module and further. This approach may be applied reversely, that is, to under-
stand biological systems in terms of computation, and that may shed light on
a computational aspect of biological phenomena. A trivial case is to translate
biological reactions to a combination of logic gates. This line of research follows
a philosophy of structural sciences (e.g., [32]), and the concepts of computation
may promote the unveiling of a common structure among life forms.
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