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6) Let (Xn)n∈N be a sequence of independent and identically distributed, real-valued ran-
dom variables with a common continuous distribution function F . Let Fn be the em-
piricial distribution function defined as Fn(x) = 1

n

∑n
i=1 1(Xi ≤ x).

Show that, as n→∞,
sup
x
|Fn(x) − F (x)| −→ 0

holds almost surely.

Hint: Choose, for ε > 0, appropriate points −∞ = x0 < x1 < · · · < xM−1 < xM = ∞
such that F (xi)−F (xi−1) ≤ ε (F (x0) := 0, F (xM) := 1) and show almost sure conver-
gence first at these points. Then use monotonicity of F and Fn to obtain the desired
result.

7) Suppose that realizations of independent and identically distributed random variables
X1, . . . , Xn are available, where Pθ(Xi = 1) = θ = 1 − Pθ(Xi = 0) and θ ∈ Θ. The
performance of any estimator T = t(X1, . . . , Xn) is measured by the quadratic risk
R(T, θ) = Eθ(T − θ)2.

(i) Show that there does not exist a uniformly best estimator if Θ = [0, 1].

(ii) If Θ = {0, 1}, does there exist a uniformly best estimator?

8) Let (X,Ω,A, {Pθ: θ ∈ Θ}) be a statistical experiment. Suppose that there exists some
θ0 ∈ Θ such that Pθ � Pθ0 ∀θ ∈ Θ, that is, Pθ0(B) = 0 implies Pθ(B) = 0.

Show that the estimator T ≡ θ0 is an admissible estimator of θ under the squared error
loss.

9) Let X1, . . . , Xn be independent and identically distributed random variables with
Pθ(Xi = 1) = θ = 1− Pθ(Xi = 0), where θ ∈ Θ = (0, 1).

Show that there is no unbiased estimator T = t(X1, . . . , Xn) of the parameter g(θ) =
1/θ.


