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15) Let X1, . . . , Xn be i.i.d. with EθXi = θ and EθX
2
i < ∞ ∀θ ∈ Θ, where Θ is any

nonempty subset of R.

(i) Under the squared error loss, show that any estimator of the form X̄n + b with
b 6= 0 being a constant is inadmissible.

(ii) Under the squared error loss, show that any estimator of the form aX̄n + b with
constants a > 1 and b ∈ R is inadmissible.

16) Let X ∼ Bin(θ, p), where θ ∈ Θ = {0, 1, . . .} and p ∈ (0, 1) being fixed.

For the prior distribution π = Poisson(λ), λ > 0, compute the posterior distribution
P θ|X=k and the Bayesian estimator under the squared error loss.

17) Let X ∼ PX
θ = Poisson(θ), where θ ∈ Θ = R.

(i) Compute the Fisher information of the family {PX
θ : θ ∈ Θ}.

(ii) Compute the quadratic risk of the estimator T (X) = X of the parameter θ.

Hint: Compute first EθX and Eθ[X(X − 1)].

18) Let X ∼ PX
θ = N (θ, σ2), where θ ∈ Θ = R and σ2 > 0 being fixed.

Does the family of distributions {PX
θ : θ ∈ R} satisfy the conditions (R1) and (R2)?

Compute I(θ).


