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0 A few problems to be solved

This course is intended as an introduction to the parts of measure theory necessary for
analysis and probability. Here are a few topics that will be treated in this course.

1) Construction of (probability) measures

It should be conjectured that most if not all students of this course are familiar with
basic concepts of probability theory. Suppose we want to construct a mathematical
model (that is, a probability space) for an experiment where each trial consists of tossing
a coin infinitely often. It is natural to assume that the outcomes of these coin tosses
are independent. (Of course, such an experiment cannot be carried out in practice. It
is merely of interest for theoretical considerations.) If we denote heads/tails with 1/0,
then Q = {w = (wi,ws,...): w; € {0,1}} describes the set of possible outcomes of
such a random experiment. For some subsets of {2, it is quite easy to determine the
corresponding probabilities. For example, let A be the subset of €2 which describes the
event that there are exactly k£ heads during the first n coin tosses. Then

A = {(wl,wg,...): wl—l—-'-—i-wn:k:}.

It should be intuitively clear that the probability of this event is P(A) = (})27". At this
point we may ask how the probability of an arbitrary subset A of 2 can be determined.
This is well possible as long as A describes the outcome of finitely many coin tosses. If
A={weQ: (wi,...,w,) € C}, for some C € {0,1}", then P(A) = #C/2", where #B
denotes the cardinality of a generic set B. On the other hand, if the occurrence of A
depends on infinitely many coin tosses, then things get much more delicate. It is of course
desirable to assign a probability to all subsets of €2. This seems to be difficult, at least
from a practical point of view, since €2 also contains subsets of a complicated structure
such that their formal descriptions seems to be difficult or even impossible. And, even
worse, it can be shown that we cannot define an appropriate probability measure P on
all subsets of €). To see this, consider the mappings T,,: 2 — Q, n € N, where

Tn(<w1, e, Wh—1, Wy, Wht 1, - - )) = (wl, ey Wne1, 1L — Wny W41, - - ) Vn € N.

For A C Q, we define T),(A) := {T,,(w): w € A}. For reasons of symmetry, if there exists
a probability measure P which assigns probabilities to all subsets of €2, then P should

satisfy
P(A) = P(T,(A)) (0.0.1)

for all A € 2 and for all n € N. (2 denotes the set of all subsets of €2, the so-called
power set.) The following lemma shows that such a probability measure does not exist.

Lemma 0.0.1. A probability measure P: 2% — [0, 1] such that holds true for all
A €2 and alln € N does not ezist.

Proof. We prove this lemma by contradiction. Suppose that a probability mea-
sure P: 2% — [0, 1] satisfying for all A € 2 and all n € N does exist. In
what follows we split the set {2 into countably many disjoint subsets of equal probability.
This will give the desired contradiction.



The mappings T),, n € N, induce the following equivalence relation on 2. Two ele-
ments w and w’ are said to be equivalent, w ~ «’, if and only if there exist nq,...,n; € N
and k € N such that

w="T, o0 0T, ().

In other words, two elements of 2 are equivalent if they differ in only finitely many terms.
It is easy to see that ~ is an equivalence relation on €2, i.e. the properties of reflexivity
(w ~ w holds for each w), symmetry (w ~ w’ implies W’ ~ w), and transitivity (w ~ '
and W ~ " imply w ~ ") are fulfilled. We choose from each equivalence class exactly
one element and we denote the set of these elements by A. Furthermore, let

T = {Tmo-uoTnk: Ni,...,n; €N, kEN}
be the collection of finite compositions of our mappings 7;,. Then

a) 7T is countably infinite,

b)  Urer T(A) =

c) ifS,TeT and S #T, then S(A)NT(A)=0.
(Suppose that the opposite holds true, that is S, T € T, S # T andw € S(A)NT(A)
for some w. Then there exist wg,wr € A such that w = S(wg) = T(wr). This
implies that wr = T o S(wg), i.e. wg ~ wr. Since the set A contains exactly one
representative from each equivalence class we obtain that wg = wp. This leads to

w = S(ws) = T(wg) which contradicts S # T.)
d) forT=T,0---0T, €T,

P(T(A)) = P(Ty,0-+-0T,,(A)) = P(T,,,0---0T,, ,(A) = ... = P(A).
We obtain from b) to d) that

1= P©Q) = P(UTMA) = 3 P(T(4) = > P(4).

TeT TeT TeT

This is however impossible since 7 is according to a) countably infinite. O]

The above example shows that we have to be careful when we intend to construct
probability measures or, more generally, measures on uncountable spaces (2. We will see
in Chapter [I] how these difficulties can be overcome. In fact, it will be only necessary
to provide an explicit specification of P(A) for sets A with a simple structure. This
will suffice to specify a probability measure P on a well-structured family A of subsets
of Q0. As we have seen above, sometimes such a family A cannot contain all subsets of (2.
However, it will be rich enough for all “practical” purposes.



2)  An extension of the concept of Riemann integrals

We begin by recalling the (hopefully well-known) definition of the Riemann integral
which is named after the German mathematician Georg Friedrich Bernhard Riemann.
For a,b € R, a < b, let [a,b] be a closed bounded interval. A partition P of [a,b] is a
finite sequence (a;);=o,...n of real numbers such that

a=aqy < a <...<a, =0b

Let f be a bounded real-valued function on [a,b]. If P is the partition (a;)io. . n
of [a,b], then the lower sum [(f,P) corresponding to f and P is defined to be
Sroinf{f(z): @ € [a;_1,a:] }(a; — a;_1). Likewise we define the upper sum u(f,P)
corresponding to f and P as . sup {f(z): @ € [a;-1,a;]}(a; — a;_1). Now we define
the lower integral [ Z f(z)dx of f over [a,b] as the supremum of the lower sums and the

—b
upper integral [ f(x)dz of f over [a,b] as the infimum of the upper sums. It follows
immediately that [*f(z)dz < [ f(x)dz. If [*f(z)dz = [ f(x)dz, then f is Riemann
Za Za .
integrable on [a,b], and the common value of fbf(a:) dr and [ f(x)dz is called the

Riemann integral of f over [a,b] and is denoted by f: f(z)dz. Tt is well-known that a
continuous real-valued function f is Riemann integrable over each bounded interval [a, b].
There are, however, several annoying deficiencies of this concept. Here are a few of them:

a)  Non-integrability of certain simple functions

The Dirichlet function is the indicator function 1g of the set Q of rational numbers,
i.e. Lg(z) = 1 if x is a rational number and Lg(z) = 0 if  is not a rational num-
ber. It is named after the German mathematician Peter Gustav Lejeune Dirichlet.
(Although his surname Lejeune Dirichlet sounds French, he was born in Diiren and
grew up in Bonn and Cologne.) If a < b, then it is obvious that, for any arbitrary

partition P of [a,b], {(1g, P) = 0 whereas u(lg, P) = b—a. Hence, fb]lQ(x) dr =0
—b —a
and [ JJo(z)dr = b — a. Although having a simple structure, the function 1g is

not integrable in the Riemannian sense.

b)  Non-compatibility with limiting operations

Let (gn)nen be any enumeration of the rational numbers. Define

Dy () = { 1 ifxed{q,. ..,qm},

0 otherwise.

Then fol D, (z)dx =0, D,(z) — 1g(z) for all z € R, but

n—oo

/1Dn(:v) dx # /1 lg(z)dx asn — oo.
0 0



c)  Restriction to subsets of RY as a possible domain of integration

The notion of the Riemann integral is restricted to certain subsets of R or R as
possible domains of integrations. However, in some cases a wider concept seems to
be desirable. For example, suppose that X: € — [0, 00) is a non-negative random
variable which is defined on a probability space (€2, A, P). If Q is finite or countably
infinite, then the expectation of X under P is defined and can be expressed as
EX =Y cqX(w)P({w}). With the notion of the Lebesgue integral to be defined
in Chapter , it can alternatively (and more conveniently) be expressed by such an
integral, fQX dP. Here, Q need not be a subset of some Euclidean space R%. In
fact, any non-empty set €2 is possible.

All of these weaknesses above will be healed by the more general concept of the Lebesgue
integral. It will also be shown that the Riemann and Lebesgue integrals coincide if the
former integral exists. In this sense, the concept of the Lebesgue integral is an extension
but not a redefinition of the Riemann integral.

3)  Conditional distributions

In any elementary course on probability theory the concept of an (elementary) con-
ditional probability is introduced. If X and Y are random variables on a probability
space (€2,.4, P), then the conditional probability of the event that X € C given Y =y is
defined by

P(XeC,Y=y) . _
P(XEC‘Y:y):{OP(yy) lfP(Y y)>0,

otherwise.

This definition is certainly good enough if Y 1is a discrete random variable
which takes their values in a finite or countably infinite set €2y. In this case,
PY({y: PlY =y)= 0}) = 0, i.e. the meaningless second part of the above definition
is not relevant. On the other hand, if for example Y is normally distributed, then
PY({y: P(Y =y) =0}) = 1. Then the above definition leads to P(X € C'| Y =y) =0
for all y € R. In this case, the above definition is no longer meaningful and another con-
cept to overcome this deficiency is in order. Based on results in connection with Lebesgue
integrals, we also generalize in Section the concept of conditional probabilities and
distributions. In the case where Y follows a discrete distribution, this alternative defi-
nition of conditional probabilities is equivalent to the simple one shown above. Hence,
this is also an extension but not a redefinition of the more elementary concept mentioned
above.



1 Construction of measures on general spaces

This chapter is devoted to the construction of measures on general spaces (). Measures are
always defined on well-structured collections of subsets of €2, so-called o-algebras. These
and similar objects will be introduced in the first subsection of this chapter. Afterwards
we turn to the construction of measures on arbitrary spaces. This will include in particular
the so-called Lebesgue measure.

1.1 Classes of sets

Before we provide an exact definition of collections of sets on which measures will be
defined, we want to suggest some structural properties of these systems. Suppose that
we want to find a model for a random experiment where a random quantity X takes
values in R or in some subset of R. In particular, we want to find a function P which
describes the probabilities that X takes its value in certain subsets of R. In this case,
R takes the role of our basic space 2. We obtain some of these probabilities almost for
free. For example, the probability that X € ) is zero since it is impossible that X does
not take any value in R. Furthermore, it is sure that X € R which means that we have
to assign the probability of one to R. (In mathematics, probabilities are always given
as numbers between 0 and 1.) But we have even more. If P(A) denotes the probability
that X takes any value in the set A, then it is intuitively clear that the probability that X
takes a value in the complement A of A is 1 — P(A). Moreover, if A, As, ... are disjoint
subsets of R and if we know the corresponding probabilities P(A;), P(Asz), ..., then we can
conclude that the probability that X takes its value in any of the sets A, Ao, ... is equal
to >~ P(A;). This suggests that probability measures, and more generally arbitrary
measures as well, can be defined on collections of sets which contain the empty set ()
and the complete space (2, are closed under complementation and under the formation
of unions of disjoint sets. These considerations suggest the following definition of a well-
structured system of sets which is named after the Russian-born mathematician Eugene
Borisovich Dynkin who emigrated to the United States in 1977.

Definition. Let €2 be a nonempty set, and let D be a collection of subsets of 2. Then D
is a Dynkin system (sometimes also referred to as A-system) on € if

(i) QeD,
(i) D is closed under complementation in €, i.e. if A € D, then A°:=Q\ A € D,

(iii) D is closed under the formation of countable unions of pairwise disjoint sets, i.e. if
Ay, A, ... is a sequence of subsets in D such that A; N A; = () for all i # j, then
U;); A; €D.

In probability theory, one is often interested in the probability that all events Aq,..., A,
of a certain finite collection occur, i.e. the probability of (;_; A; has to be determined.
It can be shown that a Dynkin-system D which is closed under the formation of fi-
nite intersections contains all countable unions of (not necessarily pairwise disjoint) sets
A, Ay, ... € D. Actually, this follows from

UAi = A1UU(A¢\(A1U“'UA1'—1)) = AlUU(Afﬂ'“ﬂA?—lmAi)'
=1 =2

=2



In view of this, a collection of sets with these structural properties is usually considered
to be the “golden standard”. We formalize this by the next definition.

Definition. Let 2 be a nonempty set, and let A be a collection of subsets of 2. Then A
is a o-algebra (also o-field) on € if

i) QedA,
(i) A is closed under complementation in €2, i.e. if A € A, then A°:=Q\ A € A,

(iii) A is closed under the formation of countable unions of sets, i.e. if Aj, Ay, ... is a
sequence of subsets in A, then (J;=, 4; € A.

The pair (£2,.4) is called a measurable space. A subset A of Q2 which belongs to A is
called A-measurable or, if it is clear which o-algebra is meant, simply measurable.

We turn to a few examples. Let €2 be a non-empty set.

1)  The power set 22 = {A: AC Q} is the largest o-algebra on (2.

) {0,Q} is the smallest o-algebra on €.

3) For ACQ, {(Z), A, A, Q} is the smallest o-algebra on €2 which contains the set A.
)

A Dynkin system D on €2 need not be a o-algebra. Here is a simple (toy) example:
Let Q@ = {1,2,...,2n} (n > 2) and let D, := {A € 2. #A = 2k for some k €
{0,1,... ,n}} (D, is the collection of subsets of 2 which contain an even number
of elements.)

Then D, is obviously a Dynkin-system on 2. However, A; = {1,2} € D,, Ay =
{2,3} € D., but A1 N Ay = {2} is not contained in D.. Therefore, D, is not a
o-algebra on €.

The following lemma collects a few simple but useful properties of o-algebras.

Lemma 1.1.1. Let Q) be a nonempty set and let A be a o-algebra on 2. Then
(i) If A, As,...€ A, then (2, A; € A

(ii) IfAy,....,A, € A then|J_, A € Aand _, A; € A.

(i) If A, B e A, then A\ B € A.

Proof. The proof consists mainly of a direct application of the axioms of a o-algebra.
(i) It follows from one of De Morgan’s laws that (.o, 4; = (( Nz, Ai)c) =

C
<Ufi1 AS) . Using closure under complementation and under the formation of

countable unions we obtain that (2, 4; € A.

(i) We choose the sets A, 41, Apto, ... to be equal to A,. Then |J;_; 4; =, A€ A
and (), A; = .2, 4; € A, which proves statement (ii).

(iii) This follows from A\ B = AN B
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The next proposition provides a basic result for the construction of o-algebras.

Proposition 1.1.2. Let Q) be a non-empty set and let (‘Ai)z’el be a non-empty collection
of o-algebras on ), where I is an arbitrary (finite, countably infinite or even uncountable)
index set. Then the intersection of these o-algebras,

ﬂAi ={ACQ: AcA foraliecl},

i€l

s a o-algebra on ).
Proof. Exercise. O]

Proposition implies the following result which will be used several times in what
follows.

Corollary 1.1.3. Let 2 be a non-empty set and let £ be a family of subsets of €. Then

o(€) = ﬂ A

A: A o—algebra on Q, ECA

1s the smallest o-algebra on ) that contains £. It is called the o-algebra generated
by £.

Proof. Let C be the collection of all o-algebras on (2 that include £. Then C is non-empty
since it contains the power set 29 of 2. The intersection of the o-algebras that belong
to C is, according to Proposition [[.1.2] a o-algebra and contains £. It is the smallest
o-algebra that contains £ since it is included in each o-algebra that contains £. O

In the following we consider more closely an important o-algebra on R%. An appropriate
choice of such a collection of subsets has to fulfill two requirements. On the one hand,
it should be rich enough such that it contains virtually all subsets of R¢ which are of
interest in analysis and probability theory. On the other hand, it should be small enough
such that it still allows the construction of so-called measures with certain properties.
We will see in Subsection of this course that the power set 2% is too large for this
purpose. The “golden standard” is given by the so-called Borel o-algebra on R?, which
is defined as follows.

Definition. The Borel o-algebra on R? is the o-algebra on R? generated by the col-
lection of open subsets of R?. Tt is denoted by B(R?) or B.
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The following proposition shows that B¢ is also generated by other collections of subsets
of R4,

Proposition 1.1.4. Denote by O%, C¢ and I? the respective collections of all open subsets,
closed subsets, and half-open rectangles that have the form (ay,bi] X -+ X (aq, bg] such
that a; < b; for allt=1,...,d. Then

B¢ = U(Od) = O’(Cd) = U(Id).

Before we prove this proposition, we derive some general facts about o-algebras.

Lemma 1.1.5. Suppose that ) is a non-empty set.
(i) If €& and F are collections of subsets of Q such that £ C F, then o(E) C o(F).
(i)  If A is a o-algebra on Q, then o(A) = A.

Proof. (i) According to Corollary o(&) and o(F) can be represented as the inter-
section of all o-algebras that include £ and F, respectively. Since & C F it follows
that each o-algebra containing F contains £ as well, i.e.

{A: A is a o—algebra on ), £ C .A} ) {A: A is a o—algebra on 0, F C A}.

Hence

o(&) = ﬂ A ﬂ A = o(F).

A: Ao—algebraon Q, ECA A: Ao—algebraon Q, FCA

N

(i) It is clear that A C o(A). On the other hand, since A itself is a o-algebra that
contains A we obtain from Corollary [I.1.3] that

o(A) = ﬂ A C A,

A’: A’ o—algebra on 2, ACA’

which completes the proof.

With the results of Lemma [I.1.5] we are in a position to prove Proposition [I.1.4]

a) b)
Proof of Proposition[I.1.J We show that o(0%) 2 o(C?) 2 o(Z?), and then that
9
U(Id> D B?: this will establish the proposition.

a) Let C € C? be an arbitrary closed subset of R%. Then its complement C° is an open
set, and so it is in o(O0¢) = B9. Since B? is closed to complementation we obtain that

C € B%. Hence, C? C B¢, which implies by Lemma that o(C?) C o(B?) = B



b)
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Let (a,b] = (a1, b1] x -+ - X (ag, bg] € % be arbitrary. Then

o0

(a,b] = U[al + 1/n,by] X -+ X [ag+ 1/n, by,

i.e. (a,b] € o(C?). This implies that Z¢ C ¢(C?) and hence, again by Lemma|1.1.5]
o(Z% C a(o(C?)) = o(C?).

Let O € O be an arbitrary open subset of R?. We have, for each element = =
(x1,...,24) € O, that

o0

{x} = (V@1 = 1/n, 1] x -+ x (xg — 1/n,z4) € o(T%),

n=1

which implies that

0= J e U Na@—1na]x-x(@a—1/nzd,

z: zeO z: z€0On=1

which seems to suggest that O € o(Z9). However, this conclusion is flawed. If
the open set O is non-empty it is uncountably infinite, and the union of the sets
Moo (1 — 1/n,z1] X -+ X (zq — 1/n, x4] is taken over an uncountable collection of
sets in o(Z?). Since o-algebras are only closed under the formation of countable
unions, we cannot conclude from the above arguments that O = U, ,co (e, (#1—
1n, o] X - X (xg — 1/n,24) € o(T9).

To overcome this difficulty, we consider the set of half-open intervals with rational
coordinates,

I(g = {(7’1,31] X oo X (rg, 840 14,8 €Q, r; <s; for allizl,...,d}.

Since each point z € O is an inner point of the set O we have that x € UIE%: icol,

which implies that
oc |J I1co

d .
IEIQ. 1CO

Hence, we can represent O as a finite or countably infinite collection of subsets
from Z9. Therefore, O € o(Z%), which implies by Lemma m

B = o(0%) C o((1%) = o(T9.
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1.2 Measures

Let 2 be a non-empty set that is equipped with a well-structured collection A of subsets,
a o-algebra. In probability theory or mathematical statistics, €2 usually describes the
possible outcomes of a random experiment. In this case, one would perhaps like to
assign probabilities to all possible outcomes w € 2. Often one is also interested in the
probability that the outcome of the experiment falls in a certain subset A € A of .
Such probabilities will be described by a suitable function P: A — [0,1]. (Recall that
probabilities are expressed by numbers between zero and one, not in percent.)

Apart from probability theory, in the case where €2 is the d-dimensional Euclidean
space denoted by R, one wants to specify the volume of a subset of R%. In dimensions
1, 2, or 3, this coincides with the concepts of length, area, or ordinary volume. Let us
consider the case of d = 2. For some “nice” subsets of R?, it is obvious how its area
has to be specified. For example, if A = (a1, b1] X (ag,b2] (a; < b;, @ = 1,2), then the
area is clearly equal to (by — a1)(by — ag). However, a o-algebra which contains all half-
open subsets of R? also contains less nice sets that can hardly be described analytically.
Nevertheless, it is possible to specify a function A?: B> — [0, co| that assigns the volume
to all Borel sets. In what follows we describe how measures with certain properties can
be specified on suitable o-algebras on arbitrary spaces. We start with a formal definition
of the notion of measure.

Definition. Let 2 be a non-empty set and let A be a o-algebra on €. A set function u
from A to the extended real number line R := RU {oo} U {—oc0} is a measure on A if
it satisfies these conditions:

(i)  w(A) €[0,00] for all A € A,
(i) (@) =0,

(i)  if Ay, Ag, ... is a sequence of disjoint sets from A, then

u(@Ai) = éumi).

This property is referred to as c-additivity.

The pair (£2,.A) is called measurable space and the triple (2,4, i) is referred to as
measure space. If (2, A, 1) is a measure space, then one often says that p is a measure
on (92, .A), or, if the o-algebra is clear from the context, a measure on ).

The measure p is finite or infinite as p(2) < oo or p(f2) = co. u is a probability
measure if §(Q) = 1.

Since measures assume values in the set [0, co] consisting of the ordinary non-negative
real numbers and the special value oo, some conventions involving oo are called for.

For z,y € [0, 0], < y means that y = oo or else x and y are finite and z < y in the
ordinary sense. Similarly, x < y means that y = co and x is finite or else x and y are
both finite and < y holds in the usual sense.

For a finite or infinite sequence z, z1, xs, ... in [0, o00],

7
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means that either (i) z = oo and z; = oo for some i, or (ii) z = oo and z; < oo for
all 4 and ), x; is an ordinary divergent series, or (iii) + < oo and x; < oo for all i and
x = ), x; holds in the usual sense. In all cases, the order of summation has no effect on
the sum.

For an infinite sequence x, 1, s, ... in [0, 0o,

x;

means in the first place that z; < z;,; < x and in the second place that either (i) x < oo
and there is convergence in the usual sense, or (ii) z = oo and z; = oo for some i, or (iii)
x = oo and the z; are finite reals converging to infinity in the usual sense.

We turn to some examples of measures.

1. Let © be a non-empty set, and let A be a c-algebra on . Define a function
u: A — [0,00] such that u(A) = n if A is a finite set with n elements, and
((A) = 0o if A is an infinite set. Then p is called counting measure on (2, A).

2. Let ©2 be a non-empty set, and let A be a o-algebra on ). Let = be a member of (2.
Define a function §,: A — [0,1] such that §,(A) = 1 if x € A, and §,(A) = 0 if
x & A. Then 0, is a probability measure on (£2,.4) which is called Dirac measure
concentrated at x.

A few properties of measures are summarized in the following proposition.

Proposition 1.2.1. Let (2, A, 1) be a measure space, and let Ay, As,... € A. Then

(i)  pis finitely additive: If Ay,..., A, are pairwise disjoint, then
p(Ua) = Y n(4).
i=1 i=1
(ii)  p is monotone: If Ay C As, then
1(Ar) < p(Ay).
(ii1)  Subtractivity: If Ay C Ay and p(A;) < 0o, then
(A2 \ Ar) = p(As) — p(A).

(iv)  Continuity from below: If Ay C Ay C ..., then

M(An) S M(DA1>-

=1

(v)  Continuity from above: If Ay D A D ... and u(Ayn) < oo for some N, then

1(An) N\ M(ﬁAz)-
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(vi)  o-subadditivity:
p(Ua) <X n(a
i=1 i=1
(vii)  finite subadditivity:

u(L:JlAi) < ;nlu(A

Remark 1.2.2. For property (v) to hold, the condition that u(Ay) < oo for some N
1s indeed necessary. To see this, consider the following counterezample. Let 0 = N,
A= 2% and let u be counting measure on (2, A). Consider the sets A; := {i,i+1,...}.
Then pu(A;) = oo holds for all i. On the other hand, we have that ()=, Ai = 0, which
implies that p((;~, A;) = 0.

Likewise, for property (iii) to hold, u(A;) < oo is a necessary condition. With the
sets A; defined above and the counting measure p we have that u(A; \ A;) =i —1. On
the other hand, the right-hand side of the equation in (iii) involves “co — oo™ which is
strictly forbidden in measure theory!

Proof of Proposition [1.2.1]
(i) Choose A; = () for all i > n. Then we obtain from c-additivity of u

ﬂ<£J1Ai> = M(QAi> = i w ZM

=0if i>n

(i), (ii) The sets A; and As \ A; are disjoint. Therefore it follows from (i) that

,U(Al) + ,U(Az\Al) = M(A2);

which implies (ii) and (iii).

(iv) In order to use o-additivity we represent | J;°, A; as a union of pairwise disjoint
sets. Let Bl = Al and, for v > 1, BZ = Az \ Aifl. Then Az = Bl U---u Bl and
Uit A = U2, U;Zl Bj =2, Bj. This implies

M(@Ai) = N(@Bz‘) = iM(B

= lim Z,u(Bi) = lim ,u(An).
i=1

n—o0

(v) Let B; :== Ay \ A;. Then B; C By, C ... and we obtain from (iv)

(UB) = lim p(B). (1.2.1a)

1—00

We have that

(e}

U

@ (An M AS) _ANm(UAc> _ANm(ﬂA) _AN\(éAi>,

=1 =1
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which implies

o(UB) = ntan) = n(N14) (12.11)

i=1
For ¢ > N we have that Ay O A; and u(A;) < oo, which implies by (iii) u(B;) =

w(An) — u(A;). Therefore,
lim (B;) = p(Ax) — lim p(A;). (1.2.1c)

i—00 i—00

(v) now follows from (|1.2.1a)) to (1.2.1¢).

(vi), (vii) Asin the proof of (iv), define By := A; and, fori > 1, B; = A; \ A;_1. Then
AU~ UA =B U---UB;and ;2 A = > 0, Bi. By, By, ... are pairwise disjoint
sets, and we obtain

[e.e]

o(UA) = n(Un) = L) < 3on()
=1 =1 =1 < 1(As) =1

and, analogously,

3
3
3
3

O

In the following we show how measures on general measurable spaces (£2,.4) can be
defined. As long as the space () is finite or countably infinite, the specification of a
measure is easy and does not require any deep results. This is corroborated by the
following proposition.

Proposition 1.2.3. Let ) by a non-empty, finite or countably infinite set, and let
p: Q —[0,00] be an arbitrary function. Then there exists a unique measure ji on (€, 2%)
such that

n({w}) = p(w) Yw € Q.

Proof. If there exists such a measure y at all, then if follows from the axiom of o-additivity
that the measure of an arbitrary subset A of ) is given by

=Y p({w}). (1.2.2)

(The order of summation is irrelevant since all summands are nonnegative. This is
actually the only possible assignment of a measure to A since the sum is taken over
at most countably many terms.) It is now easy to see that the function p: 2% — [0, o0
satisfies all axioms of a measure: p is obviously a non-negative function and u() = 0. If
Ay, Ay, ... are disjoint subsets of €2, then

o(U4) - o) DI (EIEDWIE

weufil i=1 weA;

(Note that the seconds equality holds since all summands are nonnegative.) O
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1.3 A general approach to specify measures on uncountable
spaces

We have seen in the introductory part of this course (Lemma on page 4) that the
specification of a measure that fulfills a “wish list” of properties is not always a simple
task. As a second example, which will also guide us through the present subsection,
we consider the so-called Lebesgue measure which is named after the French math-
ematician Henri Léon Lebesgue. On R?, equipped with the o-algebra B¢ of Borel sets,
Lebesgue measure \? is that measure which assigns to a Borel set A its d-dimensional
volume. For d = 1, 2, or 3, it coincides with the standard measures of length, area, or
ordinary volume.

In the following we approach cautiously to a definition of Lebesgue measure on
(R?,B4). We begin with its specification on sets with a simple structure. Since this
specification is done on a collection of sets which not a o-algebra and is much smaller
than B¢ we denote this set function by M. Let

I% = {(a,b] = (a1,b1] x -+ x (ag,bg]: — o0 <a; <b; <oo}

be the collection of half-open rectangles in R?. Since Lebesgue measure should assign to
all suitable subsets of R? a number that corresponds to the usual notion of a volume we

define

d
A ((a,0]) = JJb — a;)  V(a,b] € T% (1.3.1a)
i=1
We can even go one step further with our definition. If Ay,..., Ay are pairwise disjoint

sets from Z¢ then the only possible extension of this definition which does not contradict
the property of finite additivity is given by

MATU-UA) =) M(A4). (1.3.1b)

This extension is in line with our intention to define a measure which describes the
volume of subsets of R?. There is a question here because A; U --- U A; will have
other representations as a finite union of disjoint rectangles. Suppose that A,..., Ay
and By,..., B, are both collections of pairwise disjoint half-open rectangles, and that
Al U UAk = Bl u--- UBl Then C@j = AiﬂBj, (Z = ]_,,k?, ] = ]_,,l) is
also a collection of disjoint sets from Z¢. Since A; = CiyU---UCy (i =1,...,k) and
B;=C;U---UCy; (j=1,...,1) it follows from that

k k l
MATU-UA) = ) OM(A) =) M(Cy)
i=1 i=1 j=1
l k l
= D ) N(Ciy) =D N(Bj) = X(BiU---UB), (132)
j=1 i=1 j=1

i.e. the extension (|1.3.1b)) is indeed consistent in the sense that it does not depend on
the particular choice of a representation of a set. With (|1.3.1a)) and (1.3.1b]) we have the

desired specification of Lebesgue measure on the set

k
B = {UAZ-: Ay, ..., Ay € T disjoint, k € N}.
=1
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Bd is actually a well-structured collection of subsets of R?. We give this structure the
following definition.

Definition. Let €2 be a non-empty set. A collection R of subsets of € is called a ring
(ring of sets) if

(i)
(i)
(iif)

0eR,
if A,B€R,then A\ BER,
it ABe€R,then AUB € R.

If additionally 2 € R, then R is also an algebra on (2.

Remark 1.3.1. If R is a ring on a non-empty set 2, and if A, B € R, then it follows

from

ANB = A\ B® = A\ (ANB°) = A\ (A\ B)

that AN B € R, i.e. R is closed under finite intersections.

It can be easily seen that the collection of sets BI which consists of all finite unions of
half-open intervals is a ring on R¢.

Lemma 1.3.2. BY is the smallest ring on Q which contains I°.

Proof. We check that B¢ satisfies the axioms of a ring.

(i) 0 € BY is obvious since, e.g. ) = (0,0] x --- x (0,0].

(ii) We have to show that, for arbitrary A, B € B4, A\ B can represented as a finite

(i)

union of disjoint rectangles in R?. For clarity, the argument is broken into several
steps.

a) Let A=1; x---xI;and B = J; x --- X Jy be rectangles such that B C A.
If B+#0,then J; C I; and [; \ J; is a union J; U J! of disjoint intervals (possibly
empty). Consider the 3¢ disjoint rectangles U; x - -- x Uy, where for each i U; is
J; or J! or J!. One of these rectangles (J; X - -+ X Jy) is B itself, and A\ B is the
union of the others. Hence, A\ B € B¢.

b) Suppose now that A and B are arbitrary rectangles. Then AN B is also a
rectangle and it follows from a) that A\ B= A\ (AN B) € Bl

¢) Let now A € B¢ and B € Z? be arbitrary. Then there exist disjoint rectangles
I, ..., Iy such that A=, U---UlI. It holds that A\ B = (I;\ B)U---U (I \ B),
where I\ B, ..., I}, \ B are disjoint sets that are, by b), members of B¢. Therefore,
A\ B € B

d) Now we assume that A € B and B € B¢. Then there exist disjoint rectangles
Ji,..., Jysuch that B = J,U---U J. Since A\ B = (((A\Jl)\JQ) \.. .\JH> \ J,

we conclude from c¢) that A\ B € Bg.

Let A, B € B¢ be arbitrary. Then AUB = (AN B)U(A\ B)U(B\ A) are disjoint
sets in BJ. This implies that AU B € BY.

]
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In the following we show that the set function \: Bg — [0, 00) also satisfies the axioms of
a measure. The next definition introduces corresponding notions in a general framework.

Definition. Suppose that R is a ring on a non-empty set 2, and that p: R — [0, co].

(i)  wis called a content if

a) p(0) =0,
b) for disjoint sets Ay,..., A, € R

(ii)  p is called a pre-measure if

a) pu(0) =0,
b) for disjoint sets Ay, As, ... € R such that (J;-; 4; € R,

M(QA) - éu(&).

(iii)  p is called o-finite if the exists sets Ay, Ay, ... € R such that u(A;) < oo for all
and o, A; = Q.

Before we proceed we derive a simple calculation rule which is named after the English
mathematician James Joseph Sylvester and the French mathematician Henri Poincaré.
This rule is often stated for probability measures on o-algebras, however, the simpler
structures of a ring and a content are sufficient for this.

Proposition 1.3.3. (Inclusion-exclusion principle, formula of Poincaré-Sylvester)

Let i be a content on a ring R on Q. If Ay,..., A, € R are such that pu(A;) < oo for
1=1,...,n, then

n

u(QAi) = 3 (-1 3 p(Ai NN Ay,

k=1 (il ..... Zk) 1<i1 << <n

Proof. Recall that, according to Remark [I.3.1] a ring is intersection-stable, i.e. finite
intersections of the sets Aq,..., A, are members of R.

We prove the statement by induction. Let n = 2. Since A; N As, Ay \ (A1 N Ay), and
Ay \ (A1 N Ag) are disjoint sets with union equal to A; U Ay we obtain

/L(Al U Az) = M(Al N Az) + M(Al \ (A1 N AZ)) + N(AZ \ (AN AQ))

= M(A10A2) + (M(z‘h) — M(A10A2)> + (M(l‘b) — /J(A10A2)>
= (A1) + p(As) — p(Ar N Ay).
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Suppose now that the formula holds true for n = 2 and n = k. Then

,U(Al U---uJ Ak+1)
,U,(Al y---u Ak) + /L(Ak+1) — /J,((Al U---u Ak) N Ak+1)

,LL(A - U Ak) + [L(Ak_H) — M((Al N Ak+1) U---u (Ak N Ak+1))
k
- Yeyt Y p(annenay)
Jj=1 (11,eij): 1<y << <n

k
— Z(_l)j'H Z P<Ai1 N---N Aij N Ak+1>-

J=1 (31,..., ij): 1< << <n

Hence, the formula is also true for n = k£ + 1 and the proof is complete. O

The significance of the above concepts will become clear when we extend the set func-
tion A\¢ on BY to Lebesgue measure A\? that has to be defined on the collection B? of all
Borel sets in R?. Next we show that A\ is actually a o-additive set function, and hence
a pre-measure on Bg.

Lemma 1.3.4. The function \d: Bd — [0,00) defined by and is the
unique pre-measure on B such that

d
MN((a,b]) = [](bi—a:) foralla=(ay,...,aq), b= (by,...,bg), a; < b;Vi=1,...,d.

=1

Proof. We have already seen that A\g is the unique content on Bg that satisfies (1.3.1al).
It remains to show that A is o-additive on Bg.
Let Ay, Ay, ... be disjoint sets that belong to BY and suppose that A :=J;2, A; € BY.
We have to show that -
-3
i=1

Since A; U---U A, C A it follows from finite additivity of A§ that Y7 A3(4;) =
A (A U---UA,) < AJ(A), which implies that

ixg(Ai) = lim fo i) < M(A).
=1

It remains to show that

d d
nhm g )\ z )\ A) (1.3.3)
Suppose that the opposite is true, i.e. there exists some € > 0 such that

Z)\d d(AU---UA,) < M(A) — e YneN,
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For n € N, define B,, = A\ (A1 U---u An). Since |J;2, A; = A we obtain that

ﬁBi = 0. (1.3.4)
=1

(Bn)nen is a non-increasing sequence of sets that belong to B¢ and it holds that
A (By) = M(4) — M(AU---UA,) > e VneN.
For each n € N, we can choose a set C,, € BY such that
Cn € Co C B,

and
A (Bo\ Cn) < €27

Let D, .=C1n---NC,. Then
M(Bu\Dn) <) M(BNC) <D N(BNC) < e +---+27),
=1

which implies that
A(Dn) = MN(By) — A(Bo\Dy) > €[l — (27" +---+27)] > 0.

Therefore, (D,,)nen is a non-increasing sequence of non-empty compact subsets of R%.
This, however, implies that

() D #90, (1.3.5)
n=1
which contradicts ((1.3.4]). Hence, ([1.3.3)) follows, which completes the proof.
The proof of ([1.3.5) follows from a standard argument for compact sets. Suppose

that the opposite is true, i.e. (2, D, = 0. Then D; N (ﬂzoﬁ D_n) = (), which implies
that D; C (ﬂf;Q D_n> = UZO:2 D_nc. This means that the compact set D; is covered

by the collection of open sets Dy, Dy ,.... By the Heine-Borel theorem we can choose
ﬂnite ﬂlbcover, i there exists some N > 2 such that D; C ngz D,". Eerefore,
Dy = DyN---N Dy = 0, which is a contradiction to the fact that the sets D,, are all

non-empty. Hence, ([1.3.5]) is proven. O

Let us summarize what we have achieved so far. We intend to construct a measure on
(R4, BY) which assigns to all subsets that belong to B? a number which is consistent with
the usual notion of volume in R?. For sets with a simple structure, the specification
was undisputable. In particular, for a rectangle (a,b] = (ai,b1] X -+ X (ag, by, the
only reasonable choice of its measure is given as A3((a,b]) = []7_,(b; — a;), and for a
union of rectangles the required additivity provides a specification of its measure. In
fact, Lemma shows that the corresponding set function A3: BZ — [0,00) is a pre-
measure on the ring generated by the half-open rectangles in R?Y. The system of sets
B is well-structured but it is clearly not a o-algebra on R%. Actually, the o-algebra B4
which is generated by the half-open rectangles is much richer than BJ and there are sets
in B¢ which cannot be neatly described. In view of this, a direct assignment of a measure



22

to such sets seems to be out of reach. In the following we develop a standard technique
for specifying a measure in such a case. It will turn out that an explicit specification of
Lebesgue measure for sets not belonging to B¢ is not necessary. In fact, it will be shown
that there exists a unique extension of the pre-measure A\ defined on the ring B¢ to a
measure A on the o-algebra B¢. The idea of this extension can be sketched as follows:
For an arbitrary subset Q of R? we define

N (Q) = mf{ixgmi); OcC GAi, Ay Ay, eBg}.
=1 =1

It turns out that A*(A) = A¢(A) holds for all A € BY, i.e., A" is actually an extension but
not a redefinition of AJ. Furthermore, \* satisfies the axioms of a measure on a collection
of sets that includes B?. Hence, the restriction of \* to this o-algebra is a measure on
(R4, B4). And finally, this extension turns out to be unique. Therefore, Lebesgue measure
we are striving for will be completely specified.

In what follows we develop this method for constructing measures in a general framework.
We begin with the following definition.

Definition. Let © be a non-empty set, and let 22 be the collection of all subsets of €2,
the so-called power set. A set function p*: 2% — [0, oc] is an outer measure on (€2, 2)
if

i) w(0) =0,
(i) if AC B CQ, then p* (A) < u* (B), and
(iif)  if Ay, Ao, ... are subsets of €, then p* (U2, 4:) < Yooy w0 (Ai).

Example
Let 2 be a non-empty set, and let n(A) =0 if A =0 and n(A) =1 if A # (. Then 5 is
an outer measure on 2. If ) contains at least 2 elements, then 7 is not a measure on 2.

Lemma 1.3.5. Let u be a pre-measure on a ring R on a non-empty set 2, and let, for

QCQ

“(Q) = inf { >0, u(4y): Q C U, Ai, Ar, Ay, ... € R}, if { ...} is non-empty,
H | o if { ...} is empty.

Then
(i) p(Q) = Q) foralQ € R,

(ii)  p* is an outer measure on 2°.
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(i) Let @ be an arbitrary set that belongs to R. With A; := @ and A; = () for
all i > 2 we have Q C |J;2, A; and

wQ) = Zu(Az) > 1 (Q).

On the other hand, it follows from o-subadditivity of the pre-measure p that, for

arbitrary sets Ay, A, ..

imp

lies

@) < Q).

Hence, p*(Q) = u(Q) holds true for all @ € R.

We verify that p* satisfies the axioms of an outer measure.

a)
b)

c)
c.1)

It follows from (i) that p*(0) = u(0) = 0.

If Q1 C Qs C Q, then each cover Ay, A,, ..

N*(Ql) =

Let Qla Q27 N
If 1*(Qn) =

inf{Zu(Ai): A, Ay, . €R, Q1 C UAz}
i—1 i—1

inf { ) " p(A): A, Ay, €R, QS| A} = 17 (Qu).
i=1 i=1

. be arbitrary subsets of (2.
oo for some n € N, then

u*(@@n) < iu*(czn)

is obviously fulfilled.
Otherwise, if ©*(Q,) < oo for all n € N, we obtain the o-subadditivity as

c.2)

follows. For arbitrary € > 0, and for all n € N, there exist sets A, 1, 4,2, ..
such that @, C U2, An; and >0, pu(An) < p* (@) + 27 "e. Now we have

and

n=1 n=11i=1
u*(UQn> < > p(Ang)
n=1 n=1 i=1

VAN A
1 £
= A~
P =,
S
N— \:—/
+ +
@)
()
3
~

This, however, implies that

Hence, p* satisfies all axioms of an outer measure on 2.

u*(@Qn) < iu*(Qn).

. € R such that Q@ C U2, A, u(Q) < 302, p(A;), which

. € R of (Y5 covers ()1, too. Hence,

.€ER
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The definition of the outer measure p* given in Lemma[1.3.5] provides an extension of the
pre-measure p. However, it is not guaranteed that p* satisfies all axioms of a measure
on 2%, We will see later that this is indeed not the case in general. The next theorem
shows that we can find a suitable subset M« of the power set 2% such that the property
of o-additivity is satisfied on this set. Furthermore, this subset M- will be large enough
for usual purposes, it contains in particular the o-algebra o(R) that is generated by
the ring R. In the special case where we start with the pre-measure A4 on Bg, the
corresponding collection M« of sets contains o(B4) = B¢ which is just the o-algebra on
which an extension of A\ should be defined.

Before we turn to the statement and proof of the announced theorem, we try to
provide some intuition about a suitable subset M« of 2. On this collection of sets, the
outer measure p* must satisfy all axioms of a measure, i.e. in particular the properties
of o-additivity and finite additivity have to hold true. Consider finite additivity. Let
Ay, ..., A, be disjoint subsets of 2. We are looking for a suitable condition on these sets

which ensures that . .
w(UA) = Y (a).
i=1 i=1

Suppose that, for any reason, u* ( U;:ll Ai) = Z;:ll 1(A;) holds true. Then
n n—1
S = e (Ua) + e (an)
i=1 i=1
n—1 n—1
= w((Ua)na) +w((UJa)na).
i=1 i=1

If A, is such that the right-hand side of this equation is equal to ,u*(U?:1 Ai), then we
obtain the desired equality. This motivates the definition of the collection A* of sets in
the following theorem.

Theorem 1.3.6. (Carathéodory’s extension theorem)
Suppose that R is a ring on a non-empty set (), and that p is a pre-measure on R. Let
e 22 — [0, 00] be the corresponding outer measure, i.e.

2(Q) = { inf { >0, u(4;): QC Uz, A, A, As,... e R} if % o % is non-empty,

o0 iof 15 empty.

Let
M, = {AE 2. ,u*(Q) = ,u*(QﬂA) + ,u*(QﬂAC) V@ 629}.
Then

is a measure on (£, M,~).

(i) My is a o-algebra on Q and p*|,,
(A set A that belongs to M, is called p*-measurable.)

(1)  o(R) C M-, ie p*

o(r) 18 @ measure on (Q,0(R)) and p*(A) = u(A) VA e R.

This theorem, named after the Greek mathematician Constantin Carathéodory, is one
of the main tools for the construction of measures. It will be complemented by the
uniqueness theorem (Theorem [1.3.8]) which will be stated and proved below. The latter
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theorem will ensure that a o-finite measure on a o-algebra A is completely specified by
its values on an intersection-stable collection of sets £ which generates A, if £ contains
sets E1, Es, ... such that | J)~ | E,, = Q.

Proof of Theorem[1.5.6,

(i) a)
a.l)

a.2)

a.3)

a.4)

First we prove that M- is a o-algebra on ().

NnQ * NQ°) =pu* for all () C €2 we have that 2 ..
Q_Q )+u (Q_@ ) ,u(Q) or all @ C Q we have that Q € M,

Suppose that A € M-. Then, for arbitrary @) C €2,
§(Q) = W (@A) + w (QNAY) = 1 (@A) + 5 (@ A),

which implies that A° € M,-.

We show that M, is closed under the formation of finite unions. Let
A, B € M. Then, for arbitrary @) C 2,

p(Q) = p(QNA) + u(QNAY
= 1 (QNANB) + p (QNANB°)
+ p(QNANB) + p(QNANB).
= (AUB)¢

Since p* (

Moreover,

p(QN(AUB)) = p(QN(AUB)INA) + " (QN(AUB)NA°)

[\

—QnA — QnANB
= (QNANB) + 1 (QNANBY) + p*(QNA°NB),

which implies that
p(Q) = p(QN(AUB)) + p*(QN (AU B)).

It follows from a.1), a.2), and @.3) that M- is an algebra on €.

Now we show that M- is closed under the formation of countable unions of
disjoint sets. Suppose that A, Ay,... € M- are disjoint, and that ¢ C Q.
Since p* is an outer measure we have

w(Q) < w(Qn (DA@-)) + (@ (@Ai)c).

Hence it remains to show the reverse inequality,

[e.e]

w(Q) = w(Qn (DAZ-)) + (@ (Ja)).

i=1
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We obtain from a.3), for arbitrary n € N,
Q) = u*(@ﬂ@&)) +u*(@ﬂ(LnJAi)C)
> /L*(QO(QAZ-))nLu*(Qﬂ(GAi)C)

_ Zﬂ QﬂA)+u<Qﬂ(G 4)°) (1.3.6)

i=1
In fact, the latter equality follows from
w(@n(Ua) = w(en(Ua)na) +w(@n(Ja)nas)
i=1 i=1 i=1
=A =Uis As

= o= p(QNA) + ..+ p(QNA,).

Letting in (|1.3.6) n — oo we obtain
Q) > ZM (QNA;) +p (Qﬂ J4) )
=1

w(@n (UlAi)) +wr(@n(UJa)),

8

v

i—1

as required.

Now we show that M, is closed under the formation of arbitrary unions of
sets. Suppose that A;, Ay,... € M-, and that @ C €. Since M- is an
algebra on €, have that By := Ay, and B; := A;\ (A;U...UA;_;) for alli > 2
belong to M. Therefore,

GAZ = G B; € M“*
=1 =1

We conclude from a.1), a.2), and a.5) that M- is a o-algebra on (2.

b)

Now we show that p* satisfies the axioms of a measure on M,

Since p* is by Lemma an outer measure on 2% u*()) = 0. Next we show
that p* is a o-additive set function on M,,-. Let Ay, As, ... € M, be disjoint sets.
Since p* is an outer measure we have

u*(QAZ-) < f;u*(fl
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and it remains to prove the reverse inequality. Finite additivity follows easily since

M*<QA1'> = M*<(QA1‘)QA1> —I—M*((QAi)ﬂAi)

=A =Ui—s 4
= (A + e (Ja)
=2

This implies that

iﬂ*(Ai) :M*<UAi> SM*<CJAZ‘> Vn € N,

i=1
and, therefore,

Zl w(4A) = nh_{lolo Zl ph(A;) < pf ( LJI Ai> :
Hence, p* is a o-additive set function M-

It remains to show that o(R) C M,-. To this end, it will be enough to show that

Let A € R be arbitrary. Since p* is an outer measure we have that p*(Q) <
w(QNA)+ p*(Q N A°) holds true for all @ C Q, we only have to show that

p(Q) = p(@QNA) +p7(@NAY)  VQC Q. (1.3.7)

If 1*(Q) = oo, then (1.3.7)) is trivial. Otherwise, if u*(Q) < oo, we find for arbitrary
€ > 0 sets Ay, Ay, ... € R such that Q C U2, A; and

Z,u -<u )+e.

This implies
(QNA) + QN AC)

< i AN A) ZNAOAC
=1

:ZM ) < Q) + e

which proves . Hence, R € M,-. Since M- is a o-algebra, we obtain
O(R) < G(Mu*) = My,

as required.

Finally, (i) of Lemma reveals that
" (A) = M(A) VAeR,

which completes the proof. O
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Theorem [1.3.6] showed that an arbitrary pre-mesure p on a ring R can be extended to a
measure on the og-algebra generated by R. This extension was obtained by a restriction of
the corresponding outer measure to o(R). On the other hand, this measure was explicitly
specified only for sets that belong to R. In the following we will seek conditions that
ensure that this extension is unique, which will then make clear that a specification on R
is indeed sufficient. Before we state the uniqueness theorem, we consider a simple example
which will guide us to find conditions that ensure uniqueness.

Suppose that (€2, .A) is a measurable space and that p and v are two measures on A such
that 44(Q) = v(2) < co. Then the set D :={A € A: pu(A) =v(A)} is a Dynkin system.
Indeed, we can verify this property:

a) p(Q) =v(Q)  ~  QeD,
b) if A€ D, ie u(A)=v(A), then
H(A%) = () — j(A) = v(Q) — v(A) = v(AY)
> Ac e D,

c) if Ay, Ay, ... € D are disjoint sets, then

M(QAO - i”("m = iV(Ai) = V(@Ai)

~ Uf; A; € D.

Suppose now the these two measures p and v coincide on a collection £ of subsets of €2,
E C A, ie. we have that £ C D. Let

5(€) = N D

D: £CD, D Dynkin

be the Dynkin system which is generated by £. It follows from £ C D that 5(5) C
4} (D) Since 0 (D) = D we can conclude that the two measures ;o and v coincide on ¢ (5 )
If, for some reason, ¢ (5 ) = 0(5 ), then we obtain that the two measures coincide on the
o-algebra generated by £. The following lemma provides a sufficient condition on £ such
that this equality holds. This will also make clear that the restriction A*|, is indeed the
unique extension of \¢ to a measure on B.

Lemma 1.3.7. Let €2 be a non-empty set, and let £ be a collection of subsets of () which
is closed under the formation of finite intersections. (€ is called to be intersection-
stable.) Then

(i)  6(E) is intersection-stable,

(ii) 6(&) =0(£).
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The good set principle

For the proof of this lemma we will use the so-called good set principle which can be
described as follows. Suppose that we intend to show that each member of a o-algebra
or Dynkin system A on €2 has some property P. It is often the case that A is quite
complex and that it is difficult or even impossible to describe all sets that belong to A
in a convenient way. One such example is given by the system of Borel sets B¢ on RY.
Then it often turns out that it is impossible to prove directly that all sets that belong
to A have this property P. A possible solution in such a difficult situation can then be
obtained in the following way. Suppose that we have a (typically simple) collection of
sets € that generate A, and that we can show that all members of £ have this property P.
We may define, without any hesitation, the “system of good sets”,

g = {A C Q: A has property P}.

If we are able to show that G is a o-algebra (or Dynkin sytem) then we can conclude
from £ C G that
A= ol§) Cal0) = G

or, likewise, A = 0(€) C §(G) = G. This, however, shows that all sets that belong to .4
have property P.

Proof of Lemma[1.5.7

(i) For each D € §(€), we define a corresponding system of good sets,
gp = {M CQ: MNnDe 5(5)}.
We have to show that §(€) C Gp. This will be accomplished in two steps.

1) For each D € 6(&), the collection Gp is a Dynkin system:

a) Since QN D = D we have QN D € 6(€), hence Q € Gp.
b) Let A € Gp,ie. AND € §(€). In order to show that A° € Gp holds we

represent AN D in an appropriate form:
A°ND = D\A=D\(AND) = DN(AND)* = (D°U(AND))".

Since D¢ € 6(€), AND € §(€), and D° and AN D are disjoint sets we
conclude that AN D € 6(€), i.e. A° € Gp.
c) Finally, if A;, As,... are disjoint sets that belong to Gp, then

AiND, A, N D,... are also disjoint. Since these sets belong to 4(&) it
follows that ({2, A;)) N D = U2, (4N D) € 6(E), ie. Ui, Ai € Gp.
2) §(&) is intersection-stable, i.e. §(£) N(E) C 4(E):
a) First, let E € £ be arbitrary. Since £ is intersection-stable, we have that
& C Gg, which implies that §(€) C 6(Gg) = Gg. In other words, we have

that
5(E)nE C 8(8).
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b) This relation is equivalent to £ Nd(E) C (), i.e. for arbitrary D € §(E)
we have that £ C Gp. Using once more the fact that Gp is a Dynkin
system we obtain () C §(Gp) = Gp. Since D € §(E) was arbitrarily
chosen we conclude that

S(E)Ns(E) C ().

(ii) We show that §(€) is actually a o-algebra on Q. Since 6(€) is a Dynkin system
we only have to show that 6(€) is stable under the formation of arbitrary unions
of sets. Let Aj, Ay,... € §(E) be arbitrary. We represent |J;°, A; as a union
of disjoint members of §(€). To this end, we define By := A;, and for i > 2
B, :=A,NA{N---NA{,. Since §(€) is an intersection-stable Dynkin system we
have that the disjoint sets By, Bs, ... are members of §(€), and we obtain that

GAi = DBi € 4(€)
i=1 i=1

Theorem 1.3.8. (Uniqueness theorem)
Suppose that € is a non-empty set and that £ is an intersection-stable collection of subsets
of Q. Let v and v be measures on o(E) such that

(i) wE)=v(E) VEEE,

(ii)  there exist sets By C Eo C ... that belong to €, >~ E, = Q, and u(E,) =
v(E,) <oco ¥neN.

Then

Proof. We prove that, for all n € N,
wANE, =v(ANE,) VA€ o(€). (1.3.8)
Since E, ) we obtain from continuity from below that

w(A) = lim p(ANE,) = lim v(ANE,) = v(A)

n—oo n—oo

holds for all A € ¢(&), which completes the proof.
To prove ([1.3.8]), we define the corresponding system of good sets,

G, = {A€a(&): n(ANE,) =v(ANE,)}.
It follows that G, is a Dynkin system on €2. Indeed, we have

a) n(UNE,) = uw(E,) =v(E,) =v(QNE,)
~ Qeqg,,
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b) if A € gn; then
,u(AcﬂEn) = ,u(QﬂEn) — u(AﬂEn) = V(QﬂEn) — V(AﬂEn) = V(AcﬂEn)
~ A¢ e g’m

c) if Ay, Ay, ... € G, are disjoint sets, then

(Ua)ne) = w(UJanE) = Y uanE)
= i AN E,) V(GAmE ) ((DAi)ﬂEn),

~ UL Aebn

Now we obtain from from £ C G,, that (5(8 ) Cé (gn) = G,,. Since & is intersection-stable
we conclude from Lemma m that 0(5 ) = 5(8 ), which proves 1} m

Remark 1.3.9. The condition that £ is an intersection-stable collection of sets is essen-
tial for the validity of Theorem[1.53.8. To see this, consider the following simple example.
Suppose that we want to model the experiment consisting of two coin tosses. If we de-
note heads/tails with 1/0, then the possible outcomes are (0,0), (0,1), (1,0), and (1,1).
If we assume that the two coin tosses are carried out independently, then we would as-

sign the probabilities P1({(0,0)}) = P, ({(0,1)}) = P ({(1,0)}) = A ({(1,1)}) = 1/4.
Otherwise, if the experimenter cheats by tossing the coin only once but reporting either
(0,0) or (1,1), then we had to choose a probability measure Py such that P,({(0,0)}) =

P({(1,1)}) =1/2 and P>({(0,1)}) = P»({(1,0)}) = 0.

Consider the collection of sets

& = {{0,0), 0,0}, {(0,0), 1,0)}. {1, 1), 0, D} {(1,1), (1,0)} }.
Then & is a collection of sets that is not intersection-stable, o(€) = 2%, and
P(E) =1/2 = P(E) VEE€E,

but we have Py # Ps.
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1.4 Lebesgue measure on (R? B9)

Now we turn to a few applications of the methodology of defining measures. We begin
with Lebesgue measure. Recall that our intention is to specify a measure on (R? B%)
which assigns the volume to suitable subsets of R?. For rectangles (a,b] = (ay,by] X - - - x
(ag, by, the volume is given by

d

)‘g((%b]) = H(bz —a;), (1.4.1)

i=1

and for finite unions of disjoint rectangles Ay,..., Ay by
A(ArU---UAL) = > M(A4).

Lemma states that A\ is the unique pre-measure on the ring B¢ generated by the half-
open rectangles that fulfills (1.4.1). As an intermediate step to our intended definition

of Lebesgue measure we define the outer measure \*, where for an arbitrary subset ()
of R,

Q) =inf {D A(A): QClJA, A A, ... € B}
i=1 i=1
(Note that the set {Al, As,...€ B Q C U, A} is always non-empty.) Let
My = {Ae€2”: M(Q) = X(QNA) + X(QNA°) vQe2"}.

be the collection of all \*-measurable subsets of R?. It follows from Carathéodory’s exten-
sion theorem (Theorem [1.3.6)) that M~ is a o-algebra on R? and that \* is a measure

on (RY, M) such that \* MA*(

[
A) = \i(A) for all A € BY. Furthermore,A/\/l \+ contains
o(Bg) = B* which implies that \*| , is a measure on (R?, BY) such that \*| ., (A) =M (A)
for all A € B4. In other words, \* ga 18 an extension of the pre-measure A&, Since the
ring B¢ is intersection-table, we obtain from the uniqueness theorem (Theorem
that this is the only possible extension of A4 to a measure on o(BJ) = B¢. Following the
terminology in Billingsley [I] and Cohn [2], we call the restriction \* of the outer

My
measure \* to the collection of \*-measurable sets Lebesgue measure and denote it

simply by A%. The restriction \* za 18 also called Lebesgue measure, and it too will

be denoted by \. We can specify which version of Lebesgue measure we intend by
referring, for example, to Lebesgue measure on (R% M,-) or to Lebesgue measure on
(R4, BY). Note that some other authors distinguish between these two measures. For ex-
ample, Elstrodt [3] also calls \* M, Lebesgue measure but its restriction A*|;, to Borel
sets Lebesgue-Borel measure.

In the following we take a closer look at some properties of Lebesgue measure. As a
by-product, this will also provide some insight in the o-algebras M- and B?. First we
prove translation-invariance of Lebesgue outer measure \*, which implies this property
for its restrictions, Lebesgue measure on (R?, M,-) and (R?, B?), respectively. For these
implications to make sense, it is required that the o-algebras My. and B¢ are closed
under translations, which will also be shown in the next proposition. For each subset A
and each element x of R we shall denote by A + x the subset of R? defined by

A4z = {y—i—x: yEA}.
The set A + z is called the translate of A by x.
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Proposition 1.4.1.
(i)  For arbitrary Q C R and x € RY,
N (Q) = X(Q +2).
(ii) IfA€ My, x €RY then A+ 1 € M.
(iii) If A€ Bl xzeRY then A+x € BL

Proof. (i) This statement follows from the obvious translation-invariance of the under-
lying pre-measure A¢ on B¢. Let Q@ C R? and z € R? be arbitrary. We show that

N (Q) > N (Q +u). (1.4.2)

Case 1: If \*(Q) = oo, then (1.4.2)) is obviously fulfilled.
Case 2:  If \*(Q) < oo, then we find for arbitrary € > 0 sets A;, Ay, ... € BY such
that @ C |J;2, 4; and

V(@) e > 3N,

Note that A; + x, A3 + x, ... also belong to BI and @ +z C |J;°,(A4; + x). Since
M(A;) = M(A; + x) for all i € N we obtain that

Q) +e = D M(A) =D A (Ai+x)

Z 1nf{§:/\g(Bz) Bl,BQ,...EBg,Q"“I’g[OJBi}
i=1

i=1

= /\*(Q—l—:c),

which proves (1.4.2). The reverse inequality can be shown analogously, which
proves (i).

(ii) Let A € M- be arbitrary. Then, for all Q C R?,
M(Q) = M(QNA) + X (QNAY).
Using the translation-invariance of \* we obtain

Q) = MQ-2) =X(Q—2)NA) + X((Q —z) N A°)
N(QN(A+2) + X(QN(A°+x))
= (A+x)°
= M(QN(A+z) + X (QN(A+2)).

Hence, A+ z € M,-.
(iii) Define an appropriate system of good sets,
g = {AQRCI: A—i—xeb’d}.

If A is an open set, then A + z is open as well. Hence, O C G.
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Furthermore, G is a o-algebra on R?. Indeed,

a) Q+x=0Q¢€ B ~ Neg
b) f A€ G, ie. A+x € B¢ then A+ 1= (A+2) € B ~o Aceg

c) If Aj, Ay, ... € G, then Aj + 2,4y +x,... € B¢, and so (U;';Al) + =
Ui (4; +2) € B ~ Uz, 4i€g

Now we obtain
B* = ¢(0%) C 0(G) =G,
i.e. for all A € B we have that A + x € B
O]

The property of translation invariance of outer Lebesgue measure \* stated in Proposi-
tion allows us to show that there exist subsets of R that are not Lebesgue measurable.

Corollary 1.4.2. There is a subset E of the interval (0,1) that is not Lebesque measur-
able, i.e. My. C 2.

Proof. Define a relation ~ on R by letting  ~ y hold if and only if x — y is rational. It
is easy to check that ~ is an equivalence relation: it is reflexive (z ~ z holds for each z),
symmetric (x ~ y implies y ~ z), and transitive (x ~ y and y ~ z imply = ~ z). This
relation partitions R into disjoint equivalence classes which have the respective form Q+x
for some x. Since each equivalence class contains a number in the interval (0,1) we can
choose from each class exactly one element that belongs to (0,1). Let E be the collection
of these elements. Note that there does not exist a deterministic rule of specifying the
elements of this set; here the acceptance of the axiom of choice is required.

(The aziom of choice can be formulated as follows: Given any collection M of pair-
wise disjoint non-empty subsets of a set €2, it is possible to assemble a new set containing
exactly one element from each member of the given collection. This axiom is often for-
mulated in terms of choice functions, i.e. there exists a function f: M — € such that
f(M) € M for all M € M. As mentioned above, the set E is non-constructible, i.e.
we cannot find a deterministic rule of specifying the elements of this set. However, the
possibility of choosing such a set is taken for granted in ordinary mathematical analysis.)

Let (r,)nen be an enumeration of the rational numbers in the interval (—1,1), and
for each n let E,, = E + r,. It is easy to see that the sets F, are disjoint. Indeed,
if E,, N E, # 0 for some m # n, then there are elements e and ¢ of E such that
e+, =€ +r,. However, this means that e ~ ¢/, and since E contains only one element
from each equivalence class we obtain that e = ¢/. Hence, r, = r,, which contradicts
m # n. Furthermore, by translation-invariance of Lebesgue outer measure A\* we have
N (E,) = X (E) for each n € N. Suppose now that E is Lebesgue measurable. Then for
each n the set E, is also Lebesgue measurable; see statement (ii) of Proposition [1.4.1]
We obtain that

X ( QEH) = i/\*(En).

Now we shall obtain a contradiction: Since (0,1) < ., E,, we have that
A (U, En) = A*((0,1)) = 1; hence A*(E) = 0 is impossible. On the other hand,
U=, E, is obviously contained in (—1,2), hence A* (U=, E,) < A*((—1,2)) = 3. There-
fore, A*(E) > 0 is also impossible and the assumption that E is Lebesgue measurable
leads to a contradiction. O
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Proposition 1.4.3.
Let \* be Lebesgue outer measure on (RY, 2Rd) and let Q@ C R, The following statements
are equivalent:

(Z') Q € Mj-.

(i)  For all e > 0, there exists an open set U. and a closed set F, such that

F.CQCU and AU N\F,) < e

(iii)  There exist sets Ay, Ay € B¢ such that

Al g Q g A2 and )\d(AQ\Al) = 0.

Proof. We prove

a) that (i) implies (ii),

b) that (ii) implies (iii),
and

¢) that (iii) implies (i).

a) Let @ € My~ and € > 0 be arbitrary. We will first prove that there exists an open
subset U, of R% such that

Q C U. and N (UNQ) < €/2. (1.4.3)

Since M« is a o-algebra we have that Q¢ is also a member of M ., and we conclude
from that there exists an open subset V. of R? such that Q¢ C V. and
A* (Ve \ QC) < €/2. Then F, := V* is, as a complement of an open set, a closed
subset of R?, F,. C ), and \* (Q \ FE) =\ (V6 \ Qc) < €/2. Hence,

FoC@QCU,

and

A(UNFE) = X(UNE) = X(UN\Q) + M(Q\F) <
as required.
We turn to the proof of (1.4.3). We consider first a set A that belongs to B¢. Then
A=1U---UI, where I; = (agz), bgl)] X - X (ag), bfm. The rectangle I; is covered
by each of the open sets U, ; = (agi),bgi) + 1/n) X oo X (ag),bg) + 1/n) Then
U, :=U,1U---UU,y is an open set and U, \, A. Since )\d(Un) < oo it follows
from continuity from above that

A(U,) N\ A% (A) = A (4). (1.4.4)

Consider now a set () € M «.
Case 1:  Suppose that \* (Q) < 00. Then there exist sets A;, As,... € BY such
that Q C ;2 4; and

A (Q) > Z)\d(Ai) — €/4.
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Furthermore, it follows from (|1.4.4)) that there exist open sets Uy, Us, ... such that
A; CU; and
)\d(Ai) > )\d(Ui) — €27 (+2) for all 7+ > 1.

Then U, := |J;2, U; is an open set, Q) C U, and we obtain

Y@ = X)) - o

S (M) - 2 )~ e

=1

> i)\d(Ui) —€/2 > M(U.) — €/2.

v

Since Q) € M- we have )\*(UE) = )\*(UE N Q) + A* (U6 \ Q), and therefore
=Q

N(UNQ) = X(Ue) — X(Q) < e/2. (1.4.5)

Case 2: It remains to consider the case where ) € M. and \* (Q) = oo. Let
Cn = (—n,n] x --- x (=n,n] € R. Then QN C, € My- and X*(QNC,) < (2n)%.
Hence we obtain from that there exist open sets U, . such that QNC,, C U, .
and \* (Um6 \ (QﬂC’n)) < 2=+t The set U, := U2, Uy is an open subset of R?,
Q C U, and

oo

M(UNQ) < Y XN (Une\ (QNC)) < ef2

n=1

Hence, (|1.4.3)) is proved for all @Q € M, which completes the proof of the impli-
cation (i) ~» (ii).
b) Let Q C R? be such that there exist open sets Uy, Uy, ... and closed sets F, Fy, . ..
with
F,CQCU, ad MU, \F,) <1/n
hold for all n € N. Let A; = (-, F,, and Ay = (., U,. With this choice, we

have that A,, A, € B?,
A CQC A

and, since Ay \ Ay C U, \ F,, Vn € N,

M(A\ A1) < XU\ F,) — 0.

n—oo

c¢) Suppose that @ C R? is such that there exist Borel sets A;, Ay € B, where A; C
Q C Ay and )\d(Ag \ Al) = 0. For Q € M- to hold, we have to show that, for an
arbitrary R C R,

N(R) = X(RNQ) + X (RNQ°).

Since 4; € BY C M~ we have that

N(R) = M(RNA) + X(RNAS).
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We obtain by monotonicity of \* that

M(RNA) < A(RNQ) < A (RN A)

<
< N(RNA) + M (RN (A\ A)) < A (RNA) + A (A2\ 4)),
T

and analogously

M(RNAG) < XM(RNQY) < XN(RN A

< XN(RNAS) + M(RN(AT\ A9)) < X (RNAS) + N (AT\ A3) .
=A*(A2\A1) =0

Since the left-hand sides of these chains of inequalities coincide with the respective
right-hand sides, all of these inequalities are in fact equalities. Hence, \* (Rﬂ Q) =
A* (R N Al) and \* (R N QC) =\ (R N Af), which implies that

A(R) = X(RNQ) + X (RNQ°),
as required. Hence, QQ € M.
O

It is sometimes convenient to be able to deal with arbitrary subsets of sets of measure
zero. This leads to the following definition.

Definition. Let (2,4, 1) be a measure space. The measure p (or the measure space
(Q, A, 1)) is complete if the relations A € A, u(A) =0, and B C A together imply that
B € A. A set B with this property is called pu-negligible or p-null.

Lemma 1.4.4. Let u* be an outer measure on (2,2%) and let M~ be the o-algebra of
all w*-measurable subsets of (). Then the restriction of p* to M- is complete.

Proof. Let A€ M-, t*(A) =0, and B C A. We have to show that, for arbitrary ) C €,

1 (Q) = p*(Q@NB) + p*(QnN B°). (1.4.6)
Since p*(Q N B) < p*(B) < u*(A) = 0 we obtain that
)

p(QNBY) < p(Q) < p(QNB°) + p(QNB),
———

=0

which implies that ©*(Q) = p*(Q N B), and so (1.4.6). Hence B € M. O

Lemma implies in particular that the restriction of Lebesgue outer measure to M,
ie. )‘*‘Mv’ is complete.

If we have an arbitrary, possibly non-complete measure p on a measurable space
(Q,.A), then it is quite easy to extend this measure to a complete one. The following
proposition provides a simple method to achieve this.
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Proposition 1.4.5.
Let (Q, A, i) be a measure space, and let

N :={NCQ: 3INyeA puNog)=0, and N C No}
be the collection of all p-negligible subsets of €. Then
(i) A:={AUN: AcANecN} isao-agebra on Q.
(ii)  The set function fi: A — [0, 00] defined by
[(AUN) = p(4) VAe A, VN e N

is the unique extension of ju to a measure on (Q, A). The measure space (2, A, t)
is complete and is called the completion of the measure space (2, A, ).

Proof. (i) Tt is easy to see that A fulfills the axioms of a o-algebra.

a) Since Q= _Q U_{ we have that Q € A.
cA eEN
b) Let A= AUN € A, where A € Aand N € N. There exists a g-null set
Ny € A such that N C Ny. Then we can represent the complement of A as

A° = (AUN) = A°nN°
= (AN NQ) U (AN (NC\Ng))
——

. J/

-~

€A C Ne\N§ = No\N

Hence, Ac e A.
c) Let ;Il :AluNl,/ZIQ:AgUNg,... EZ, where for each 7 A; € A, N; € N.

Then - - -
i=1 i=1 i=1
€A eN
which implies that (J;2, A e A
(ii) The proof of (ii) is split into several steps.

a) Consistency of the definition of 11
Suppose that a set A € A has representations A; U Ny and As; U Ny, where
Ay, Ay € A and Ny, N, € N. There exists a p-null set C' € A such that
Ny C (', and we obtain

M(Al) < M(A2UC) = M(A2) + @

Since the reverse inequality can be shown in the same way we have that
M(Al) = M(AQ);

i.e. the value of A does not depend on the chosen representation of the set A.
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[L 1S a measure on A
While zi()) = 0 is obvious, the o-additivity of i follows directly from that of p.

Uniqueness of the extension

The uniqueness of the extension follows from the required monotonicity of /.
Indeed, let A= AU N, where A € Aand N € N. Then there exists N, € A
such that N C Ny and pu(Nyg) = 0. Since A C A C AU Ny and p(A) =
(AU Ny), the only possible choice of the value of ﬁ(g) which is in line with

the required monotonicity is given by (A) = u(A).

Completeness of (€2, A, 1)
Let N e N be arbitrary. Since N admits the representation N = 0 UN we
see that N € A. Hence, (2, A, 1) is complete.

]

We are now in a position to investigate the relation of the o-algebras B? and My-.
We know already that B¢ C M«; see (ii) of Theorem . Moreover, it is shown in
Proposition 2.1.9 in Cohn [2, page 56| that there exists a Lebesgue measurable subset B
of R such that A(B) = 0 that is not a Borel set. The following proposition clarifies the
relation between B? and M.

Proposition 1.4.6. (]Rd,/\/l,\*, )\*) s the completion of (Rd,Bd, )\d).

Proof. Let, according to Proposition [I.4.5]

and, for A

We show that a) Bi = M+, and b) A= )¢

N = {NCR% 3N, e B’ M(No) =0, and N C Ny},
Bl = {AUN: AeB' NeN},
eBI NeN,

M(AUN) = XY(A).

My~

a) Let @ € M- be arbitrary. By (iii) of Proposition there exist sets Ay, Ay € BY

such

Then

that
Al g Q g AQ and )\d(AQ\Al) = 0.

Q=AU (QN(A\ A4)),

where Q N (Ay \ Ay) is a A-null set. Hence, My- C B

Let now A € B4, Then there exist A € B¢ and N € A such that A = AU N. For
arbitrary Q C R%, it follows from monotonicity of A\* that

M(QNA) <X (QNA) < X (QNA) + M (QNN),
=0

which implies that \*(Q N A) = A*(Q N A). Since A € BY C M- we obtain

M(Q) = NM(QNA) + X (QNnAY)
> A (QNA) + 2 (Qn A9,
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and so _ _
M(Q) = M(QNA) + X (QNnAY).
Hence, B C M.

b) Let A € B¢ and N € N be arbitrary. Since A*(A) < AM*(AU N) < A*(A) + \*(N)
=0
we obtain that
M(AUN) = x(4) = A" (A) = »*(AUN).
O

1.5 Probability measures

In this section we describe the specification of probability measures on R?. Recall that
a measure P is a probability measure on (R? B¢) if P(R?) = 1. It should be known
from basic courses in probability that there are different types of probability measures. If
there exists a countable subset {z1,s,...} of R? such that P({z1,2s,...}) =1, then P
is a discrete probability measure. It can be easily specified by defining the probabilities
P({z;}) since the property of o-additivity implies that

P(A) = > P({x:}), (1.5.1)

i: x;EA
which holds true for all A C R?. (Actually, we can use the power set as the corresponding
o-algebra.) Another important case is that of a measure P possessing a (Riemann-
integrable) probability density p. In dimension d = 1, we then have P((a,b]) = fab p(z) dz
for all a < b. Of course, such a measure cannot be specified as in equation (1.5.1]) since,
for each x € R, P({x}) = 0. A unified description of probability measures on R? can
be achieved by the corresponding cumulative distribution functions. For a given
probability measure P on (R? B), its cumulative distribution function F': R? — [0, 1]
is given by
F(zy,...,2q) = P((—00,21] x - -+ x (=00, z4]) Y(z1,...,24) € RL

If (x,x+y] = (x1,x14+y1] X -+ X (T, Ta+ya) is a rectangle (y; > 0Vi=1,...,d), then P
assigns to (x,x + y| the probability

a |
P((z,x+y]) = > (—1)E=F (2 4 01y, g+ Oaya)- (1.5.2)
(01,.-.04)€{0,1}4

To see this, consider the sets A; = (—00,x1 + 41| X -+ X (—00, T—1 + yi—1] X (—o0, z;] X
(—00, Tit1 + Yit1] X -+ X (=00, x4 + y4]. We obtain by the inclusion-exclusion principle

(Proposition [1.3.3)) that

P(AjU---UAg) = > (=) > P(4,n-n4,)

d
k=1 1< <. <ip<d

d .
= Z (—1) == LE (2 + Oy, g + Oqya).-
0c{0,1}4, 0(1,...,1)

Then (|1.5.2)) follows from

P((m,m—ky]) = P((—oo,xl—i—yl] X oo X (—oo,xd+yd]) — P(A1U-~~UAd).
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The following lemma collects important properties of the cumulative distribution function
of a probability measure on (R%, BY).

Lemma 1.5.1. Let P be a probability measure on (RY, BY), and let F be the corresponding
cumulative distribution function. Then

(i)  F is right-continuous in each of its variables, i.e.

lim F(l’l, e L1, Xy Ly 1y - - - ,;Ud> = F(ZIIl,. ey i1, Ly Ly 1y e - - ,Q}d) V(Il, ce ,.CCd) S Rd,

(ii)  for all (x1,...,24) €RL y1, ... 94 >0,

d :
Z (—1)Z= 0 F (2 + Oy, ..., wq + Oaya) > 0,
(91 ..... Qd)e{O,l}d

(#i)  lim, o sup {F(xl,...,xi_l,—n,xiH...,xd): Tiyeno s Ti1,Tig1 ..., Lg € R} =0,
and lim, ,o F(n,...,n)=1.

Proof.

(i) Let (z1,...,7,) € R? be arbitrary. If (y,)nen is any sequence such that y, N\, z;,
and A, = (—00,x1] X -+ X (=00, x;_1] X (=00, Yn] X (—00,Ti41] X -+ X (—00, 24],
then A, D A,y for all n and (72, A, = A 1= (—00, 2] X - -+ X (=00, x4]. Since
P(A,) < oo for all n it follows from continuity from above that

F(@, ooty irns o 1a) = P(A) — P(A)

n—oo

= F(:Elv sy Li1y Ly L1y - - - ,Z'd).
(ii) Follows from (1.5.2)).
(iii) We obtain from continuity from above that

F(:Ul, ey Ly =Ny Ty ] - ,xd)
= P((—o00,21] X -+ x (—00,x;_1] X (—00, —=n] X (=00, Ti11] X -+ X (=00, z4])
< P((=00,00) X -+ X (—00,00) X (=00, —n] X (—00,00) X -+ X (—00,00))
— PRI x0xR™) = P(0) = 0.

From continuity from below we get

F(n,...,n) = P((—o0,n] x -+ x (—o0,n])
— P(RY) =1

O

A remarkable fact is that the converse of Lemma[1.5.1]is also true, i.e. its conclusion and
hypothesis can be switched.
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Theorem 1.5.2. Suppose that a function F: R? — [0,1] satisfies (i) to (iii) in
Lemmal|1.5.1. Then there exists a unique probability measure P on (R BY) such that

P((—00,21] X -+ X (—00,24]) = F(x1,...,24q) Y(z1,...,24) € R

Proof. We proceed as in the case of the specification of Lebesgue measure. First we assign
probabilities to the collection of half-open rectangles. If (z1,...,74) € R 4y, ..., 954 >0,

then we set in line with ((1.5.2))

Py((z,z+y]) = Z (—=1) ?:1(1_9")F(x1 +01y1, ... Ta + Oqya)-
(91,...,94)6{0,1}d

Here it becomes clear that condition (ii) is relevant since otherwise the non-negativity
would be violated. This definition can be readily extended to sets belonging to BY. If
A € B, then there exist pairwise disjoint rectangles Iy, ..., I such that A = I U-- U1},
and we set

Py(4) = ZklP“([i)'

It can be shown analogously to that the value assigned to A is independent
of the chosen representation of this set; hence this definition is “consistent”. We can
check in literally the same way as in the proof of Lemma that F is a pre-measure
on Bd. For this, right-continuity of F will prove to be important. By Carathéodory’s
theorem (Theorem [1.3.6]), this pre-measure can be extended to a measure P on the
o-algebra o(BE) = BY. Moreover, since B¢ is intersection-stable, it follows from the
uniqueness theorem (Theorem|1.3.8)) that this extension is unique. Furthermore, it follows
from (iii) that

d p— 1 _— DY —_—
P(RY) = nh_>noloP(( n,n] x -+ x (—n,n])
= @IL}IEOF(n,,n)
-1
+ Z (—1)2?:1(1_9") lim F(—n+20in,...,—n+ 20;n)
n—roo
(617"'76d)6{071}d79#(17”'71) ~ :,() -
= 1.
Hence, P is a probability measure on (R%, B%). Finally,
P((—00y21] X -+ X (00,2
= T}Lrgo P((—=n,z1] X -+ x (—n,z4))
= lim > (—)Z= 9Py (n+ 1), ..., =1+ Oa(n + 24))
n—o0
(91,...,961)6{0,1}‘1
= F(xl,...,xd)
+ Z (—1)25:1(1’92') li_>m F(=n+6i(n+z1),...,—n+04(n+ z4)),
(01,...0)€{0,1}4, 0£(1,....1) S ~- 4

as required. O
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2 The Lebesgue integral

We have seen in the introductory part of this course (Chapter @ that the concept of the
Riemann integral has several shortcomings:

e Even quite elementary functions such as the indicator function 1g of the set Q of
rational numbers are not integrable in the Riemannian sense.

e For a sequence (f,)neny of functions that are Riemann integrable on the inter-
val [a,b], it is not guaranteed that f,(x) — f(z) for all x € [a,b] implies that
n—o0

fab fo(x)de — f; f(z)dz. Even worse, the existence of the latter integral is not
n—oo

guaranteed.

e The expected value of a real-valued random variable X with a sufficiently regu-
lar density p can be expressed by an (improper) Riemann integral, i.e. EX =
ffooox p(z)dx. This is e.g. the case for a normally distributed random variable

X ~ N(u,0?), where p(x) = ﬁe_(‘”_“)z/"g and EX = [*_xp(z)dz = p. On the
other hand, the expected value of a random variable Y with a binomial distribu-
tion, i.e. P(Y =k) = (Z)pk(l —p)"Ffor k =0,1,...,n, cannot be expressed by a

Riemann integral.

In this section we introduce a more general concept of an integral, the so-called Lebesgue
integral. We define, on a measure space (2, A, 1), an integral [, fdu, where A€ Ais a
measurable set and f: 2 — R is a sufficiently regular function. It will be shown that the
value of this integral coincides with that of the Riemann integral f; f(z)dz if A= [a,b],
if the function f is integrable over [a,b] in the Riemannian sense and if the integrator
is Lebesgue measure. In this sense, the notion of the Lebesgue integral is an extension
but not a re-definition of the Riemann integral.

It will be shown that the shortcomings of the Riemann integral mentioned above are
largely healed by this new concept. It will turn out that practically all non-negative
functions are Lebesgue integrable, which leads to a hassle-free work with this concept.
Moreover, we will see that there exist simple sufficient conditions such that the pointwise
convergence of a sequence (f,)nen of functions implies the convergence of the corre-
sponding integrals. And finally, the concept of the Lebesgue integral allows for a unique
representation of expected values of random variables, no matter whether they posses a
density or not.

2.1 Definition of the Lebesgue integral of “simple functions”

We begin with the definition of the Lebesgue integral. Let (£2,.A, ) be an arbitrary
measure space. If A € A and 1 4 is the indicator function of this set, then

/Q]lA dp = p(A)

is the integral of 14 with respect to pu. This definition can be extended to so-called
A-simple functions. A function s:  — [0, 00) is called to be an A-simple function if
there exist non-negative real numbers aq, ..., a; and disjoint sets Aq,..., A, € A such

that
k
s = Z OéiﬂAi .
=1
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In this case, we define the integral of s with respect to u to be

/sdu Zow

Before we proceed we need to check that the value of this integral depends only on s
and not on the particular choice of aq,...,a, and Ay,..., Ay € A. Suppose that there
exist aq,...,ar > 0, 51,...,05 > 0, disjoint sets Aq,..., A, € A, and disjoint sets
By, ..., B; € A such that

k I
Zai]lAi(w) = Zﬁlej(w) Yw € Q.
i=1 j=1

Let Qp = 50 = (0 and A(] = Q\ (A1UUAk)7 BO = Q\ (BIUUBZ) Then
A; = U;:o A,NB;, B; = Uf:o B; N A;, and it follows from additivity of ;1 and the fact

k k kool
Z%‘#(Ai) = Z%‘#(Ai) = ZZ%M (AN B))
=1 1=0

i=0 7=0

= zk:i:ﬁju(AiﬂBj) = ZﬁjM(Bj) = Zi:ﬁj/‘(Bﬂ)

i=0 j=0

Hence, fﬂ sdu does not depend on the chosen representation of s.
At this point we see the crucial advantage of the definition of the Lebesgue integral.
Let a,b € R, a < b and s = lgn[ep. Then we obtain that the lower Riemann integral

i b s(x) dz is equal to zero while the upper Riemann integral f x)dx is equal to b — a.
T(Illerefore, the function s is not integrable in the Riemannian sense. On the other hand, s
is a B-simple function and its Lebesgue integral with respect to Lebesgue measure fR sdA
exists and is equal to /\(@ N [a, b]) = 0. This is indeed what we could expect since the
interval [a, b] is “dominated” by irrational numbers, A\(Q°N[a, b]) = b—a > 0 = A(QN][a, b]).
The essential difference between the Riemann and the Lebesgue integral is that the former
is based on partitions ay, . .., a, of the domain of integration [a,b] whereas the latter is
based on a decomposition of this interval (here QN[a, b], Q°N|[a, b]) which is tailor-made
for the function to be integrated.

Before we proceed to the next stage of our construction, we verify a few properties of
integrals of simple functions.
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Proposition 2.1.1. Let (2, A, ) be a measure space and let f and g be A-simple func-
tions. Then

(i) ifc>0, then [ cfdu = c [, fdpu,
(ii)  Jo(f +9)du = Jo fdu + [ogdp,
(i) if f(w) < g(w) holds for allw € Q, then [, fdu < [, gdu.

Proof. Suppose that f = Zle a;14,, where aq,...,a; > 0 and A,,..., Ay are disjoint
sets that belong to A, and that g = 2221 Bjlp,, where 81,...,6 > 0 and By,..., B; are
disjoint sets that belong to A.

(i) The function cf has a representation as c¢f(w) = S.r_ (ca;)la,(w), which leads to

k

[etran = S(eau(a) - o Da(4) = [ ran

=1

(ii) Suppose in addition that the respective representations of f and g are such that
Ule A; = U2:1 B;. (Otherwise we add ag, Ag = Q\ (A1 U---UAy) and/or fy =0,
By =2\ (31 u---U Bl) to these representations.) Then 14, (w) = Ej Ta,nB; (W)
and 1p,(w) = >, 1a,nB,(w), and hence

flw) +g(w) = Zaihi(w) + ZﬂjﬂBj(w)

= Z%ILA mB + Z/BJ:H-A mB )
= Z (o + Bj):ﬂ-AiﬂBj(W)

1,7
holds for all w € €. Since A; = Uj A; N B; and B; = J, Ai N B; we obtain
[+ )i = X (o + B)u(ain )
(2]

= Y aiu(AinBy) ZBJMAOB)
Y]

= Z‘W( Zﬁju /Qfdqu/diu.

(iii) Suppose that f(w) < g(w) holds for all w € Q. Since g — f is also an A-simple
function we obtain from (ii) that

Ladn = [17+ =)
= /Qfdqu/Q(g—f)dMZ/Qfdﬂ-
e

>0

(Note that “oo > 00” is not excluded here.)
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2.2 Measurable functions

In what follows we extend the definition of the Lebesgue integral, which is so far restricted
to simple functions s: Q — [0,00), to a broader class of functions. If (2,4, u) is a
measure space and f: 2 — [0,00) is an arbitrary non-negative function, then we could
approximate this function from below by A-simple functions, and define the integral of f
with respect to u as

/fdu = sup{/sdu: s is an A-simple function, s < f}
Q Q

Such a definition coincides with our previous definition of the integral of a simple function,
and for f = 1 we obtain the heuristically expected result fQ fd\x = 0. On the other
hand, it is of course desirable that the concept of the Lebesgue integral has properties
such a additivity and translation-invariance. Recall that Corollary states that there
exists a subset E of the interval (0, 1) that is not Lebesgue measurable. Furthermore,
if (r,)nen is an enumeration of the rational numbers that are contained in (—1, 1), then
0,1) € U2, (E+r,) C (—1,2). If the Lebesgue integral has indeed the property of
being translation-invariant, then we obtain that [, 1gi,, d\ = [; 1gdA for all n € N.
On the other hand, the function f := Y >° 1g., has the properties that f(z) = 1
for all z € (0,1), f(z) = 0 for all x € (—o0,—1] U [2,00), and f(z) € {0,1} for all
x € (—1,0]U[1,2). Therefore, the value of the integral [, f dX should lie between 1 and 3,
which is in contradiction to the desirable property that [, fdA=>""" [0 1z, dX\. In
view of this, the collection of functions which allow a meaningful definition of integrals
has to be restricted to sufficiently regular ones. The notion of measurable functions will
satisfy this requirement. We begin with a definition of this property in a general context.

Definition. Let (£2,.4) and (€', A’) be measurable spaces. A mapping f: Q — ' is
said to be (A — A’)-measurable if

A = {w eN: f(w)e A'} e A vA e A'.

Note that the inverse function of f, which is usually also denoted by f~!, need not exist.
Actually, f~1(B) denotes the so-called inverse image of a generic set B C ). For a
real-valued function f, the image space 2 is the real line R, and in this case the collection
of Borel sets B is always tacitly understood to play the role of A’. An (A—B)-measurable
real-valued function f is simply called .A-measurable. In the context of probability theory,
the corresponding measure space is a probability space (€2, A, P), and a real .A-measurable
function X : ) — R is called a random variable. The point of the definition is to ensure
that {w € Q: X(w) € B} has a measure or probability P({w € Q: X (w) € B}) for all
sufficiently regular sets B, i.e. for all Borel sets B € B.

We turn to a few simple examples of real-valued measurable functions. Let (€2,.4) be a
measurable space.

1) A constant function f: Q — R is A-measurable.
Indeed, if f(w) = ¢ for all w € Q, and A’ is an arbitrary subset of R, then

1o ) Q ifce A/,
fl(A>_{@ ifceg A
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2) If A€ A, then the indicator function 1, is A-measurable.
To see this, we consider again the set of all possible inverse images. If A’ is an
arbitrary subset of R, then

Q if0,1 e A,
. 0 0 A 1¢gA
1 n ) )
L) =19 4 ifl1e A, 0¢ A,
A f0e A, 1¢A.

Our hypothesis of A € A implies that {@, A, Ac, Q} C A, which means that 1,4 is
A-measurable.

3)  An A-simple function s: Q — [0, 00) is A-measurable.
Let s = Zle a;14,, where ay,...,ap > 0 and Ay, ..., A, are disjoint sets that
belong to A. If a; # «a; for i # j, then the collection of inverse images is given
by the a({Al, o ,Ak}). If o = «; for some ¢ # j, then the collection of inverse
images is even smaller, it is in fact a proper subset of 0({A1, . ,Ak}). In both
cases, s 1(A') € Afor all A’ CR.

The above definition of an (A — A’)-measurable mapping means that the inverse images
f7Y(A’) must belong to A for all A’ € A’. A direct verification of such a property might
be quite cumbersome if not impossible in cases where the o-algebra A’ is rich and contains
sets with quite a complicated structure. The next lemma provides some tools for checking
measurability in a convenient way.

Lemma 2.2.1. Let (Q,A), (', A"), and (", A”) be measurable spaces, and let f: Q —
Q and g: ' — Q" be mappings.

(1) If f7Y(E) € A" holds for all E' € £, where &' is a collection of subsets of Q' such
that o (&) = A', then the mapping f is (A — A’)-measurable.

(i) If f is (A — A")-measurable and g is (A" — A")-measurable, then the composition
gof: Q=" (go f(w)=g(f(w)) Yw € Q) is (A — A")-measurable.

Proof.

(i) We use the good set principle and define the system of good sets,
G :={ACQ: f(4)e A}
The set G is a g-algebra on €. Indeed, we have:

a) 1Y) =Q € A, hence ' € G.

b) If A’ € G, then f~1(A4') € A, and so f~1(A*) = (f~1(4))° € A, which means
that A e G.

c) If A7, Ay, ... € G, then f~1(A}), f(Ay),... € A, and hence f_1<U21 A;) =
U, f71(4)) € A. This implies that [ J;2, A} € G.
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Since by assumption £ C G we therefore obtain that
A = 0(5') C cr(g) = g.
Hence, the mapping f: Q — Q' is (A — A’)-measurable.
(ii) Let A” € A” be arbitrary. Since g is (A’ — A”)-measurable we have that

g1 (A") € A, and since f is (A — A’)-measurable we obtain (g o f)~'(A") =
[ (9_1(14”)) € A. Hence, go f is (A — A”)-measurable.

]

Lemma allows us to prove almost effortlessly the useful result that that all contin-
uous functions f: RY — R? are (B — B¥)-measurable.

Corollary 2.2.2. If f: R? — R? is a continuous function, then it is (B* — BY)-
measurable.

Proof. Let O’ be an arbitrary open subset of R*. Then f~!(0O’) is an open subset of R?.
Hence, all inverse images of open sets belong to B%. Since the open sets generate B? it
follows from part (i) of Lemma that f is (B — B )-measurable. O

For a mapping f:  — R? carrying €2 into R?, f must have the form
f((,d) = (fl(w)7 R fd(w>)7

where fi,..., f; are real-valued functions. In probabilistic contexts, a measurable map-
ping into R? is called a random vector. Using once more Lemma we see that
measurability of f follows from that of the component functions.

Corollary 2.2.3. Let (2, A) be a measurable space, and let fi: Q@ - R (i =1,...,d),

fw) = (filw),..., falw)) Yw € Q.
Then f: Q — R is (A — B?)-measurable if and only if each component function
fi: @ — R is (A— B)-measurable.

Proof.
(=) Let f be (A — B?%)-measurable and let B € B be arbitrary. Then

fH(B) = [HR™ x BxRY).

Since R™! x B x R?¥% € B? we obtain from (A — B?)-measurability of f that
71 (B) € A, ie. f;is (A — B)-measurable.

(<=) Let fi,..., fsbe (A—B)-measurable. Then, for a;,b; € R, a; < by, f; ((ai, bz]) e A

Therefore,
d

F7 ((ar, ba] < -+ % (ag,ba]) = () fi (0, bi]) € A

i=1
Since the half-open rectangles generate B¢ we conclude by Lemma that f is
(A — B%)-measurable.
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O

If fi,....fa: @ = R are (A — B)-measurable, then we obtain from Corollaries [2.2.2]
and that w +— Z?Zl filw), w — H?Zl filw), and w — max{fi(w),..., fa(w)}
are also (A — B)-measurable. Indeed, w — f(w) = (fi(w),..., fa(w)) is by Corol-
lary @ (A — B%)-measurable. Since (z1,...,24) Z?:l x;, (T1,...,2q) — Hle T,
and (z1,...,xq) — max{xzy,...,x4} are continuous and so by Corollary (B¢ — B)-
measurable we obtain from Lemma[2.2.1]that the above functions are (A—B)-measurable.

In the following we will also consider suprema, infima, and limits of measurable func-
tions. Then, but also in other contexts, it will be convenient to admit the artificial
values oo and —oo, i.e. we allow functions to take values in the extended real line
R :=RU{co} U{—00}. A function f: Q — R is called extended real-valued func-
tion. An appropriate o-algebra on R is given by B := o (B U {oo} U {—o0}). If (2, A)
is a measurable space, then a function f:  — R is called A-measurable if f~'(B) € A
holds for all B € B. For this condition to hold, it suffices that f~'(B) € A VB € B,
f7 ({oc}) € A and f71({—o00}) € A.

Proposition 2.2.4. Let (2, A) be a measurable space and let (f,)nen be a sequence of
extended real-valued A-measurable functions on Q. Then

(i)  The functions sup,, f, and inf, f, are A-measurable.
(ii)  The functions limsup,, f, and liminf, f, are A-measurable.

(i)  If limsup, f,(w) = liminf, f,(w) Yw € Q, then lim, f,(w) exists for allw € Q and
lim,, f,, is an extended real-valued A-measurable function.

Proof.

(i) First of all, it is not difficult to see that {[—oco,z]: = € R} generates B. Indeed,
we have that {—oco} = [, cnl—00, —n], {oo} = R\ U, cy[—00,n], and the sets

(=00, 2] = [~00, 2] \ {—00} generate B. Therefore, it follows from the identity
{weQ: sup fo(w) <z} = ﬂ {weQ: fo(w) <z}
" n=1

by (i) of Lemma that sup,, f,, is A-measurable.

To prove measurability of inf, f,, note that {[z,oc]: z € R} also generates B.

Since
(oo}

{weq: irnlffn(w)Zx} = ﬂ{we@: fa(w) >z}

n=1

we obtain by (i) of Lemma that inf,, f, is A-measurable.
(ii) Note that

limsup f, = infsup f, and liminf f,, = sup inf f,.
n k n>k n r n>k

Part (i) of this proposition implies first that sup,s, f, and inf,>; f, are
A-measurable, and then that infj sup,,s, f, and supy inf,> f, are A-measurable.
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(iii) This follows directly from (ii).
0

The following result will be repeatedly used in connection with Lebesgue integrals of
A-measurable functions.

Proposition 2.2.5. Let (22, A) be a measurable space, and let f: Q — [0, 00] be a non-
negative (A — B)-measurable function. Then there exists a sequence (sp)nen of A-simple
functions that satisfy

(i) sp(w) < spii(w) < flw) Yw e Q, Vn € N,
(i1) sn(w)n_>—o>of(w) Yw € Q.

Proof. For n € N, we define

Ay = fH[G=1)/2"4/2m)), fori=1,2,...,n2",
A, = f([n,od)).

The measurability of f implies that these sets belong to A. For each n € N we define the

simple functions
n2™

Sp = 1—1)/2" 14 . + nlgy .
D i-1)/2"1,,, .

=1

With this choice, we have obviously that
Sp(w) A2 f(w) Vw € €.

2.3 The Lebesgue integral of measurable functions

We are now in a position to define the Lebesgue integral of arbitrary measurable functions.
We begin with non-negative functions.

Definition. Let (9,4, ;) be a measure space and let f: Q — [0,00] be an (A — B)-
measurable function. Then

/fd,u = sup{/sdu: s A — simple function, s < f}
Q Q
denotes the Lebesgue integral of f with respect to pu.

It is easy to see that for A-simple functions this agrees with the previous definition.
The next proposition shows that the above integral can alternatively be defined as the
limit of the integrals of an arbitrary non-decreasing sequence of A-simple functions that

converge to f. This alternative representation will allow us to prove a few properties of
the integral collected in Proposition below.
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Proposition 2.3.1. Let (Q, A, i) be a measure space, let f: Q — [0,00] be an (A — B)-
measurable function, and let (s,)nen be a sequence of A-simple functions such that

sp(w) 2 f(w) Yw € (.
Then

/fd,u = lim [ s,dpu.
QO n—oo 0

Proof. According to the definition of the integral, there exists a sequence (r,)men Of
A-simple functions such that r,, < f Vm € N and

/fdu = lim [ r,dp.
)

m—00 QO

We show that, for arbitrary fixed m € N,

/rmdu < lim [ s,dpu, (2.3.1)
Q

n—oo QO

which implies that

/fd/L = lim [ rpdp < lim | s,dp,
Q

and hence

/fd,u = lim [ s,dpu.
Q

n—o0 o)

(“<” is impossible since s, < f Vn € N.)
The idea of the proof of 1} may be sketched as follows. Let r,, = Zle a;la,,
where aq,...,a, > 0and Ay,..., A, € A and let

Q, = {weQ: ry(w) < sp(w)}
Since

{weQ: rpw) > s,(w)} = U{wEQ: rm(w) >rN{weQ: s,(w)<r} € A
r€Q

we see that €, = {w € Q: rp(w) > sn(w)}c € A. Suppose first that Q,, 7 Q. Since the
measure p is continuous from below it follows that u(Ai N Qn) — /L(Az), and we obtain
n— oo

that

k k
/rmdu = Z%‘M(Az‘) = ILm Zoz,y(AiﬂQn)
Q i=1 S

= lim | r,lg, du < lim [ s,dp.
<sn

However, it is not guaranteed that 2, ' Q and we have to refine our idea of proof.
Let € > 0 be arbitrary and let

Qne = {weQ: rp(w) < (1+€)sp(w)}-
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Then we obtain in complete analogy to the considerations above that €, . € A. Now we
have indeed that €2, Q2 and we obtain

k k
/rmdu = Zaiu(Ai) = li_)m Z%M(Aiﬂﬁn,e)
Q i=1 e

= lim [ rplg,, du < (1+¢) lim [ s,dpy,
H’_’/ n— o0

< (14+)sn

which implies ({2.3.1]). O

The next proposition collects a few elementary properties of the integral of non-negative
measurable functions.

Proposition 2.3.2. Let (Q,A, 1) be a measure space, let f,g: Q@ — [0,00] be non-
negative (A — B)-measurable functions, and let o € [0, 00]. Then

() Joafdu =a [ofdu,

(ii)  Jo(f+9)du = [, fdu + [y9dn,
(i) if f(w) < g(w) holds for allw € Q, then [, fdu < [, gdpu,
(w) p({w: flw)>0}) =0 ifand only if [, fdp = 0.

Proof.

(i),(ii) It follows from Proposition that there exist non-decreasing sequences (s, )nen
and (t,)nen of A-simple functions such that f = lim, .. S, and g = lim, o t,.
Then (@ s,)nen and (s, + t,)nen are non-decreasing sequences of A-simple func-
tions such that o f = lim, ,as, and f + g = lim, .o (s, + t,). We obtain
from Proposition 2.3.1] that [, s, d’“,:ofﬂfdu and [, t, dun_}—gofggdu as well

as [qasydp — [ a fdpand [ (s, +t,)du — [o(f + g)gdp. Linearity of the
integral of simple functions stated in Proposition [2.1.1] yields that

/afdu: lim/asndu: lima/sndu:a/fdu

and

/(f+g) dp = lim /(Sn—i-tn) dp = lim [ s,dp+ lim | t,dp = /fdu—l—/gdu.

n—oo Q

(iii) Note that the collection of A-simple functions s that satisfy s < f is included in
the collection of A-simple functions s that satisfy s < g. Therefore we obtain that

/fd,u = Sup{/sdu: s A—simple,sgf}
Q Q

< Sup{/sdu: s A — simple, sgg} = /gdu.
Q Q
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(iv) Let A :={w e Q: f(w) > 0}.

(=) Suppose that p(A) = 0. We obtain for an arbitrary A-simple function s
satisfying s < f that p({w: s(w) > 0}) = 0, which implies that [, sdu = 0.
Therefore we obtain that [, fdu = 0.

(<=) Now suppose that p(A) > 0. Let A, := {w € Q: f(w) >1/n}. Since 4, * A
we obtain from continuity from below that u(An) ya ,u(A). Hence, there exists
some N € N such that p(Ay) > 0. Let s = (1/N)14,. Then s < f and we
obtain that

/Qfdu > /Qsdu > (1/N) u(Ax) > 0.

O

Now we extend the notion of the Lebesgue integral to extended real-valued functions
which are not necessarily non-negative. Let (9, A, i) be an arbitrary measure space. For

general f: ) — R = [~00, 00], consider its positive part,
TR B (%) if 0 < f(w) < o0,
fM_{o if — oo < f(w) <0,

and its negative part,

_ —f(w) if —oo < f(w) <0,
f(“’):{o if 0 < f(w) < 0.

Then

f = f+ - fia
where f* and f~ are both non-negative functions. If f is (A — B)-measurable, then it
follows from part (i) of Proposition that f* and f~ are also (A — B)-measurable.

Definition. Let (2, A4, 1) be a measure space and let f: © — R be an (A—B)-measurable
function.

(i)  If at least one of [, f*du and [, f~ du is finite, then the integral of f is said to

exist and is defined by
[rdw= [ ran= [ 5 an
Q Q Q

If both fQ ftdu and fQ f~ du are finite, then fQ f dp is finite and f is called inte-
grable (or p-integrable, or summable).

(ii) If A € A, then fl, is (A — B)-measurable and the integral of f over A is defined

by
/Afdu = /th .

provided the integral on the right-hand side exists.
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(iii)) A complex-valued function f: @ — C is said to be A-measurable if both its real
part Re(f) and its imaginary part Im(f) are (A — B)-measurable. If A € A and
if both Re(f) and Im(f) are p-integrable over A, then the integral of f over A is

defined by
/Afd,u = /ARe(f)d,u—i—i/AIm(f)du.

Remark 2.3.3. The concept of the Lebesgue integral allows for a unified definition of
the expected value of a random variable, no matter if it has a discrete or a continuous
distribution. Let (Q, A, P) be a probability space. X: Q — R is said to be a random
variable if it is (A — B)-measurable. If at least one of [, X dP and [, X~ dP is finite,
then the expected value of X exists and it is defined by

EX = /XdP: /X+dP—/X_dP.
Q Q Q

The following proposition provides a simple criterion for the integrability of a function f.

Proposition 2.3.4. Let (Q, A, 1) be a measure space, and let f: Q — R be an
(A — B)-measurable function.
Then f is p-integrable if and only | f| is p-integrable. If these functions are integrable

then,
[ rau] < [ 1r]dn

Proof. First of all, if f is (A—B)-measurable, then both f* and f~ are (A—B)-measurable
which implies that |f| = f* + f~ is also (A — B)-measurable.

Recall that by definition f is p-integrable if and only if both f* and f~ are pu-
integrable. On the other hand, part (ii) of Proposition implies that |f| = fT+ f~ is
p-integrable if and only if both f™ and f~ are p-integrable. Thus the integrability of f
is equivalent to the integrability of | f|.

In case f and |f| are integrable, we obtain

\/Qfdu) _ (/Qﬁdu— /Qf-du\
< [rrans [ = [ 1r]dn

Definition. Let (2,4, ) be a measurable space. Then
L'(p) = {f: Q=>R: fis(4A- B)—measurable,/ | fldp < oo}
Q

denotes the set of all real-valued (rather than extended real-valued) u-integrable func-
tions.
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The next proposition generalizes Proposition [2.3.2]
Proposition 2.3.5. Let (Q, A, ) be a measure space, let f,g € L'(n), and let a € R.
Then
(i) af €LY u) and [yafdp = o [, fdpy,
(i) f+g€Liu) and [o(f+9)du = [, fdu+ [ygdp,
(i) if f(w) < g(w) holds for allw € Q, then [, fdu < [, gdp.

Proof.

(i) If & > 0, then (af)" = afT and (af)” = af~; thus (af)" and (af)”, and hence
af, are pu-integrable. Then

Jataw = [@pran— [ ()
= a/ﬂf*du—a/gfdu:a/ﬂfdu.

If « <0, then (af)" = —af™ and (af)” = —af™; thus (af)" and (af)”, and
hence af, are p-integrable. Then

[ aran - / (@t u— [ () d
/f dy — (- /f+du—a/fdu

(ii) Let h := f+g. Since bt < f* +¢* and b~ < f~ + ¢~ we have that [, htdp <
Jo frdu+ [ogTdu < oo and [ h™du < [, f~du+ [,9” du < oo. Hence h is
p-integrable.

It follows from h™ —h™ = f* — f~ + ¢ — g~ that
W4+ fm+g =h+f +g"
This implies by part (ii) of Proposition that

/h*duvL/fd,u+/gdu:/hdu+/f+du+/g+du.
Q Q 0 0 Q 0

Since f, g, and h are p-integrable, all of the above integrals are finite and we obtain

/Q(f—l—g)du - /h+dp—/h dy
_ /ﬁdu—/f du + /Qfdu—/ggdu
- /Qfdqu/diu-

(iii) If f(w) < g(w) holds for all w € Q, then g — f is a non-negative p-integrable
function. Therefore [,(g — f)du > 0, which implies

/diu—/gfduz/g(g—f)du > 0.
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In probability theory, one of the most important concepts is that of a random vari-
able. Suppose that (€2, A, P) is a probability space. In this context, (A — B)-measurable
functions Xi,...,X,,: € — R are called a random variables. The concept of random
variables is indispensable when several random effects should be modeled simultaneously,
for example stock prices at different days. The point of this construction is that both the
random behavior of each of these aspects as well as their interoperation is well-defined
since all of these random variables are functions that “reside” on one and the same basic
space € and the probability measure P on (£2,.4) defines their joint random behavior.
On the other hand, if we are merely interested in properties related to each single random
variable, the focus will be directed on the random behavior of the image of the above
functions, e.g. X;(w). Its random behavior is defined by the probability measure P since
this assigns probabilities to sets {w € Q: X;(w) € B} for all B € B. However, it is then
more convenient, if we need not resort to the measure P defined on the space (£2,.A4),
and if the random behavior of X (w) is described by a probability measure on the image
space (R, B) of X;. This is accomplished by the following definition.

Definition. Let (€2, A, 1) be a measure space, let (@, ./Z) be a measurable space, and let
f: Q2 — Qbean (A— A)-measurable function. Then the set function p/: A — [0, o0
defined by

@ (B) = pu(fB) = p({weQ: flwyeB}) VBeA
is called the image of p under f.

It is easy to see that the set function p/ satisfies the axioms of a measure on (SNZ, ./Z)
The following proposition shows that integrals over €2 with respect to p can be equiva-
lently represented as integral over the image space Q with respect to /.

Proposition 2.3.6. Let (€2, A, p) be a measure space, let (Q, A) be a measurable space,
and let f: Q — Q be an (A— .A) measurable function. Furthermore, let g: Q= Rbea
(A — B) measurable function.

Then the integral fﬁ gdu’ exists if and only if the integral fQ(g o f)du exists. If both

integrals exist, then
[ i’ = [ (o ran
Q Q

Proof.
We consider first the case of a A-simple function g = Zle a;lp,, where ay, ..., a4 > 0,

Bi,...,B; € A, and k € N. Then (go fllw) = g(f(w)) = Zle a,-IlBi(f(w)) and we
obtain that

/Q(gof)dﬂ = iai/ﬂ&(f(w)) dp(w)

= p({w: f(w)GBz})

= Zalu Za’/QlB dp’

=1

— /~gduf. (2.3.2)
Q
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Now we consider the general case. Since g is by assumption (.»Zlv — B)-measurable and
since it then follows from part (ii) of Lemma that g o f is (A — B)-measurable, the
functions ¢ and ¢~ are (A — B)-measurable and (g o f)* and (g o f)~ are (A — B)-
measurable. Let (g, )nen be a sequence of A-simple functions such that gn g7 Then

(gno f) " (go f)T and it follows from (2.3.2)) that

/~g+duf = lim /~gnduf = lim [ (goof)du = /(QOf)+du~
o n—oo [ n—oo [ Q

/ﬁg‘duf = /Q(QOf)‘du.

If one of the integrals on the left-hand sides is finite, the corresponding integral on the
right-hand sides is finite as well, and both integrals fﬁ gdu’ and fﬂ(g o f)du exist and
are equal. O

Likewise, we obtain that

In probability theory, the above concepts play an important role. Let (2,4, P) be
an arbitrary probability space, and let X: Q — R be a random variable. Then P¥ is
called the distribution of X under P. If g: R — R is (B — B)-measurable and if the
expected value of g(X) exists, then it can be expressed either by [, g(X(w))dP(w) or

fR g(z) dPX(x).
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2.4 Limit theorems

In this section we state and prove the basic limit theorems of integration theory. We begin
with results for sequences of non-negative measurable functions. The first of them is a
result due to the Italian mathematician Beppo Levi, who proved a slight generalization
in 1906 of an earlier result by Henri Lebesgue.

Theorem 2.4.1. (Monotone convergence theorem, Beppo Levi’s theorem)
Let (2, A, 1) be a measure space, and let (f,)nen be a sequence of non-negative extended
real-valued A-measurable functions on 0 such that f,(w) < for1(w) holds for all w € Q
and all n € N.

Then f: Q — [0,00] defined by f(w) = lim, s fo(w) Yw € Q is an (A — B)-
measurable function and it holds that

| nrin = [ rau

Proof. The monotonicity of the integral (part (iii) of Proposition [2.3.5) implies that
Jo fadi < [ fus1 dp holds for all n € N. Hence the series (fQ fn du)neN converges
(perhaps to +o0). Since f, < f we obtain, again by the monotonicity of the integral,
that

[fon< [san vnen,
Q Q
which implies that
lim fndu < /fdu.
Q

n—o0

It remains to prove the reverse inequality. To this end, let s = Zle a;ly, be an
A-simple function such that s(w) < f(w) Vw € Q. Let € > 0 be arbitrary, and let

— {w e sw)<(1 +€)fn(w>}‘

Then E, € A and E,, Q. Indeed, since f,(w) 7 f(w), s(w) < f(w), and s(w) is finite
we see that w € Ey for N sufficiently largel] By continuity from below we have that
wA;NE ) u(A ), which implies that

k k
/ sdypy = Z ozi,u(Ai) = lim Z aip(Ai N En)
Q i=1 i

= lim [ s-1g, du < (14¢€) lim /fndp.
N—— n—oo Q

n—oo [
<(A+e)fn

This implies that
/sd,u < lim fn du,
Q

n—oo

1+ €)fn(w)} do not necessarily converge to 2. We have that

! Note that the sets E/, = {w: f(w) < (
t f(w) = oo. This pitfall is avoided by our reference to the simple

w & Upen By, if fr(w )<ooVn€Nbu

function s.
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and hence

/fd/,L = sup{/sdu: ssimple,sgf} < lim [ f,dpu.
Q Q Q

n—oo

This completes the proof. n

Recall that Proposition [2.3.2] states finite additivity for integrals of non-negative
functions. In conjunction with the Monotone convergenc theorem we can extend this
result to countable additivity.

Corollary 2.4.2. Let (Q, A, ) be a measure space, and let (f,)nen be a sequence of
extended real-valued A-measurable functions on Q. Then

/ngidﬂ = g/gfidﬂ-

Proof. Let

Then (g, )nen is a non-decreasing sequence of (A — B)-measurable functions, g, g :=
Yooy fi, and it follows from the monotone convergence theorem (Theorem [2.4.1)) that

/Zﬁ@z/ﬁ@zhm/%w
QT Q n—oo Jo

On the other hand, it follows from part (ii) of Proposition that

gndp = /ﬂw,
fyoen =32

which implies that
i [ godp = lin > [ fidu =3 [ sid

Corollary can be used to construct a large class of measures.

Theorem 2.4.3. Let (Q, A, ;1) be a measure space, and let f,g: © — [0,00] be (A— B)-
measurable functions. Then

(i) v: A—[0,00] defined by

v(A) = /fdu VAe A
A
is a measure on (£2,.A),

(“) ngdV:ng'fdlu'
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The function f is said to be a density of v w.r.t. 4. We have in particular that u(A) =0
implies v(A) = 0 and we say that the measure v is absolutely continuous with respect
to the measure p (v < ). We shall see later that the converse statement also holds
true: If v is an arbitrary and p a o-finite measure on a measurable space (£2,.4) and
if v is absolutely continuous w.r.t. p, then v has a density f w.r.t. u, i.e. there exists
an (A — B)-measurable function f: Q@ — [0,00] such that v(A) = [, f du holds for all
A € A. The latter results is also of great importance in probability theory; it will be the
basis for an advanced definition of conditional probabilities.

Proof of Theorem[2.4.5,

(i) It is easy to check that the set function v satisfies the axioms of a measure. Indeed,

we have that
V(@):/fdu:/fﬂl@d,u:()

and, for pairwise disjoint sets A, A, ... € A,

U(QAZ-) = [ £t
_ /ngMdu
= g/gf']l“lid“:iy(Ai)'

=1

(ii) Let s = Zle a;14, be an A-simple function. Then
k k
/SdV = ZO&ZV(Al) :ZOQ/ fd/i
& i=1 i=1 Ai
k
= o [ fovadu= [ sde
P Q Q

Now let g: ©Q — [0,00] be an arbitrary (A — B)-measurable function. Then there
exists a sequence (S”)n N of A-simple functions such that s, ,* g. This implies
that s, - f /' ¢g- f, and so

/gdl/: lim [ s,dv = lim [ s, - fdu = /g-fdp.
Q Q Q

n—oo 0 n—oo

]

The next result is an immediate consequence of the monotone convergence theorem. It
is often used to provide an upper bound for the value of the integral of a function f that
can be represented as the limit or limit inferior of a sequence of functions. This theorem
is named after the French mathematician Pierre Fatou.
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Theorem 2.4.4. (Fatou’s lemma) )
Let (2, A, 1) be a measure space, and let (fn)nen be a sequence of [0, oco]-valued (A — B)-
measurable functions on ). Then

/liminffn dp < liminf/ fndpu.
Q ~ Ja

n—oo n—

Proof. For each positive integer n, let

gn = inf fp.

Then g, / liminf, . f, and we obtain from the monotone convergence theorem (The-

orem [2.4.1)) that

/liminffndu = / lim g, dy = lim /gndu.

On the other hand, we have that g, < f,,, which implies fQ gndp < fQ fndp for all n € N,
and therefore

lim | g,dp = liminf/gn dp < liminf/ fndp.

n—o0

O

The next theorem provides sufficient conditions under which pointwise convergence of
a sequence of functions implies convergence of the corresponding integrals. Its power
and utility are two of the primary theoretical advantages of Lebesgue integration over
Riemann integration.

Theorem 2.4.5. (Lebesgue’s dominated convergence theorem) B
Let (2, A, 1) be a measure space, and let f and fi, fo,... be [—00,00]-valued (A — B)-
measurable functions such that

Fale) — 1) (2.4.)
holds p-almost everywhere, i.e. for allw € Q\ N, where N € A and u(N) = 0. Further-
more, suppose that there exists a [0, 00]-valued (A — B)-measurable function g such that

Jogdp < oo and
| fow)] < g(w) VweQ\ N, VneN (2.4.2)

and

/gdu < o0. (2.4.3)

Q
Then
/ fudi — / fdu.
Q n—oo Q
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Proof. Since g is p-integrable we have that ,u({w: g(w) = oo}) = 0. Let N = N U
{w: g(w) =o00}. Then N € A and p(N) = 0. We have that 2g(w) — |f,.(w) — f(w)] >0
and f,(w) — f(w) holds for all w € Q\ N. Therefore, we obtain from Fatou’s lemma

71— 00

(Theorem [2.4.4)) that
/ 29dp = / lim inf (29— |fn—f|) dpu
O\N O\N "

< liminf (29 = [ fn — f]) dp
n O\N

= lirr;inf{/Q\Nngu — /Q\N\fn—f!du}

[ 29du ~ tmsw [ |5~ fldn

Since fQ\N 2g du < oo we therefore obtain

limsup/ | fa = fldp = 0.
O\N

n

It follows from 1} and 1} that f and f1, fo,... are p-integrable. Since p(]v ) =0

we obtain

[ [ an = | [ fadn— [
Q Q QN O\N
= | [ syl
O\N
g‘/~m—ﬂw—%a
Q\N n—oo
which completes the proof. O

2.5 Riemann integral vs. Lebesgue integral

In this section we show that the Lebesgue integral of a function f over an interval [a, 0]
with Lebesgue measure A as integrator coincides with the Riemann integral, provided the
latter exists. In this sense, the Lebesgue integral can be regarded as an extension of the
Riemann integral. Before we state and prove an exact result, we briefly recall how the
Riemann integral is defined.

For a,b € R, a < b, let [a,b] be a closed bounded interval. A partition P of [a,b] is
a finite sequence (a;);=o... . of real numbers such that

a=a < a < ...<a, =0b

Let f be a bounded real-valued function on [a,b]. If P is the partition (a;)io, . n
of [a,b], then the lower sum [(f,P) corresponding to f and P is defined to be
Sroinf{f(z): @ € [a;_1, ;) }(a; — a;_1). Likewise we define the upper sum u(f,P)
corresponding to f and P as Y . sup {f(z): = € [a;_1,a;]}(a; — a;_1). Now we define
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the lower integral i Z f(z)dx of f over [a,b] as the supremum of the lower sums and
the upper integral TZ f(z)dz of f over [a,b] as the infimum of the upper sums. It
follows immediately that il;f(x) dr < TZf(x) de. If Lif(a:) dr = TZf(x) dx, then f is
Riemann integrable on [a,b], and the common value of i Z f(z)dz and TZ f(z)dz is

called the Riemann integral of f over [a,b] and is denoted by fab f(z)dx. Tt is well-
known that a continuous real-valued function f is Riemann integrable over each bounded
interval [a,b]. The next theorem provides a necessary and sufficient condition for the
Riemann integrability of a function and states that the Lebesgue and Riemann integrals
coincide, provided the latter exists.

Theorem 2.5.1. Let a,b € R, a < b, and let f be a bounded real-valued function on
la,b]. Then

(i) [ is Riemann integrable over |a, b
<~
the set Dy of discontinuity points of f has Lebesgue measure 0.

(i)  If f is Riemann integrable over |a,b], then

/abf(:lr)da? - /[a’b]fd&

i.e. the Riemann and Lebesque integrals of f coincide.
(Note that f need not be (B—B)-measurable. Rather it will be (M« —B)-measurable
and f[a B fdX has to be understood as the Lebesque integral w.r.t. Lebesque mea-

oy,

sure \*

M (the completion of \*

Suppose that f is Riemann integrable over [a, b]. Then for each positive integer n, we
can choose a partition P = (ay.;)i—o....n, of [a,b], such that u(f, P,)—I(f, Pn) < 1/n.
By replacing these partitions with finer partitions if necessary, we can assume for
each n that P, is a refinement of P,, i.e. each term of (a,,;)i—o,... n, appears among
the terms of (an41,)i=0,..N,..- We define for each n € N

-----

.....

Bri = inf{f(a:): x € [an,i_l,am]},

Yni = Sup {f(x) S [an,i—l»“nyi]} (i=1,...,Ny)
and
Nn
i=2
Np,
hn = /yn,l:n'[an,o,an,l] + Z,ynvi]]'(an,iflva"vi]'

1=2
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The functions g, and h,, are B-simple functions and therefore (B — B)-measurable.
We have that

Np,
l(fy Pn) = Z Bn,i (an,i - an,ifl) = / gn d/\7
=1

[a,]

Nnp
u(f, Pn) - Z'Vn,i (an,i - an,z‘—l) - / hn dA.
i=1

[a,b]

(gn)nen is an non-decreasing sequence of B-simple functions and it holds that
gn /g, where g is (B — B)-measurable. Likewise, (h;,)nen IS an non-increasing
sequence of B-simple functions and it holds that h, \, h, where h is (B — B)-
measurable. It follows from Lebesgue’s dominated convergence theorem (Recall
that f is bounded.) that

0 = Tim (u(f,P) =1/, Pu)) = lim | (B — gn) dX = /[a’b] (h— g) d.

n—o0

which implies that

A({z € [a,8]: hx) # g(@)}) = 0.
Note that if h(x) = g(x) and if x is a point in [a,b] that appears in none of the
partitions P, then f is continuous in x. Therefore,

{z €[a,b]: h(z)#g(x)} € Dy C {z€lab]: h (x)}u | P

neN

Since U,enPn = {7 € [a,b]: x appears in P, for some n} is countable we con-
clude that Dy € B and A(Dy) = 0.

(<)

Now suppose that the set Dy of discontinuity points of f has Lebesgue measure 0.
For each n let P, be the partition of [a,b] that divides [a,b] into 2" subintervals
of equal length, i.e. P, = (an;)izo,. 2, Where a; = a + i27"(b — a). Use these
partitions P, to construct functions g, and h,, as in the first part of the proof. The
relations f(z) = lim, g, (x) and f(z) = lim, h,(x) clearly hold at each = at which f
is continuous, and so at almost every z in [a,b]. Thus lim,(h, — ¢,) = 0 holds
almost everywhere, and so, since f[a,b] gndX\ = I(f,P,) and f[a’b} by dX = u(f, Pn),

t

the dominated convergence theorem implies tha
lién (u(f,Pn) — l(f,Pn)) =

Hence, f is Riemann integrable over [a, b].

Suppose that f is Riemann integrable over [a, b]. Let the functions g, h,, g, and h
be defined as in the first half of the proof of (i). Note also that ¢ < f < h and
so f differs from g only on a set Ey of Lebesgue measure zero. This A-null set is
not necessarily a Borel set, however it belongs to the completion M- of B. (Recall
it is shown in Proposition 2.1.9 in Cohn [2, page 56| that there exists a Lebesgue
measurable subset F of R such that A(E) = 0 that is not a Borel set.) Let B € B be
arbitrary. Since {w: f(w) € B} = ({w: g(w) € B}NE{)U({w: f(w) € B} N Ef)

~
CEy
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we see that the function f is Lebesgue measurable, i.e. (M« — B)-measurable.
Hence,

b
/ flz)dz = faxt
a [a,b]

Since two (A—B)-measurable functions f and g defined on a measure space (2, A, )
that are equal p-almost everywhere have the same integral, there is a convention
that for a function f which is only defined outside a p-zero set )y, the integral
Sy fdp (A€ A)is defined as [ a0 / dp. Following this convention, we could also
express the above Riemann integral by

/ fdX\:
[a,b\E

which is then also written as f[a B fdX*

My

B’

[
[l

We have seen that Riemann integrability of a bounded function over a compact interval
implies Lebesgue integrability and that then these integrals coincide. Hence, the concept
of the Lebesgue integral can be regarded as a generalization of the Riemann integral.
This implication does not hold for improper integrals in general.

Example. Consider the function = + sin(x)/z. Then the (improper) Riemann integral
of this function over [0, 00) exists and is finite. Indeed, we have for each N € N

/N7r sin(x) dr — i/’” sin(x),
0 Zz (k—-1)r T

k=1

—_——

:ZIk
where (]k) peny s an alternating sequence and |Ir] ¢ 0. Since in addition
]E,]:H)ﬂ |sin(z)/x| de—_m>OO we obtain that limp o fob sin(x)/x dz exists and is finite.

Then the Riemann integral is defined by

0ok b _:
/ M dr = lim / w dx.
0 x b—o00 0 x

On the other hand, since

/[ooo) () ) - 3 / ) gy )

Z k=0 v 2km x
i 1 /7r sin(x) dA\(z) = oo
—~ 2k+ D)7 J,

and

/[Ooo) (sinx(ﬂf)>d)\(:v) _ i/j::)ﬁ %@)‘d)\(llf)

k=1 " (
L 7 d\
> Y i —
= 2 2k:7r/,r }sm(m)‘ () = o0

the Lebesgue integral of this function over [0, c0) does not exist.
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2.6 Product spaces and product measures

This section is devoted to measures and integrals on product spaces. Let (Ql,Al, ul)
and (QQ,AQ, ug) be measure spaces, and let 2; x €2y be the Cartesian product of the
sets ()1 and (2. We pursue two major goals in this section:

(i)  We shall construct a measure p; @ pe on €3 X {29, equipped with a suitable o-algebra,
such that

(,u1 & /LQ)(Al X Ag) = U1 (Al) ) (AQ) VAl € ./41, \V/AQ < AQ.

(i) ~ We shall prove that, under suitable conditions,

/legfd(/h ® p2) = /92 { Qlf<wl,w2)dﬂ1(w1>1 i (ws)
= /91 { 92f<wl7w2)dﬂz(w2)} dpiy (wy).

To this end, we define on € x 25 the so-called product o-algebra A; ® A,, which is
given by
.Al ®A2 = O'({Al X AQI Al € .A1, A2 c AQ})

As an example, consider the space R? = R x R. On R, the standard choice of a
o-algebra is the Borel o-algebra B which is generated by the collection Z! of half-open
intervals. Likewise, the Borel o-algebra B? on R? is generated by the collection of half-
open rectangles,

82 = 0'(22) = O'({(Cll, bl] X (CLQ, bg]i ai, CLg,b17bQ S R, a; < bl})
On the other hand, the product of B with itself is equal to
B@B:U({A1XA22A1,AQEB}).

It is not difficult to see that the product o-algebra B ® B is equal to B%. Since the
generator {(ai,bi] X (az,bs]: a1, as,b1,by € R, a; < b;} of B? is included in the generator
{A; x Ay: Ay, Ay € B} of B® B it follows that

B> C BeB. (2.6.1a)
it remains to show the reverse inclusion, i.e.
BB = o({A x Ay: A1, A, € B}) C B~ (2.6.1b)

We first show that, for arbitrary A;, A, € B, A; x Ay belongs to B2 Consider the
projections m; and 7y of R? onto R defined by m(z,y) = x and m(z,y) = y. Since
m;: R? — R are continuous functions, and hence (8% — B)-measurable, we obtain that
7 (A]) = Al xR € B? and 7, '(A3) = R x Ay € B2, Therefore, A; x Ay € B2, which
implies B B = 0({A1 X Ag: A1, Ay € B}) C 0(82) = B2

In this section we shall first construct the product measure p3 ® pg on (21 x Qy, 41 ® Ay)
which is such that

(,u1 & [Lg)(Al X Ag) = U (Al) ) (AQ) VAl € ./41, \V/AQ € ./42.
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For an arbitrary set F € A; ® A, we shall define
@ pa(E) = / piz({ws € Qo0 (w1, w;) € EY}) dpn (wr)
1971
= / M1({W1 €Qy: (wy,ws) € E}) dpis(ws).
Qo

This requires in particular that for each w; € €2 and for each wy € )y the so-called
sections F,,, and E“? of E which are given by

Ewl = {U)Q GQQI (wl,wg) GE}

and
£ = {wl €0 (wr,ws) € E}

belong to A; and Aj;, respectively. Furthermore, for the above iterated integrals to exist,

the functions wy — 1 (F“?) and wy — us(E,, ) must be (Ay—B)-measurable and (A; —B)-
measurable, respectively. The following lemma shows that these technical requirements

are fulfilled.

Lemma 2.6.1. Suppose that (21, A1) and (22, As) are measurable spaces and that E €
.A1 X AQ- Then

(i)  For each wy € Q1 and each wy € Qy,

Ewl € ./42 and B € .Al.

(i)  If uy and po are o-finite measures on (21, Ay) and (9, As), respectively, then

Wy > g (Ewl) is (Ay — B)-measurable

and

Wy > iy (E“Q) is (Ag — B)-measurable.

Proof.

(i) We prove only the first statement since the second can be proved analogously. For
wy € §1, define the corresponding system of good sets by

le = {E - Ql X QQI Ew1 € AQ}
Then
a) For A; € A; and A, € .AQ,

. A2 if w1 € Al,
(Al X AQ)wl - { @ lfu)l ¢A1

Therefore,

{Al X AQZ Al € Al, Ag € AQ} Q gwl.

b) G., is a o-algebra on 2y x 5. Indeed, we have that
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=y € Ay, hence Q; x Q5 € G,,.
= (Awl)c € A,. This yields

* (Q1 X Qg)wl

x* If A € G, then A,, € Ay, and so (A°)
A e q,,.

« Finally, if Ay, As,... € G, then (A1), (A2)w,... € A, and so
(U, Ai)wl = U2 (A)w, € As. Hence, |J;2, A; € G,

Therefore,

w1

—~
=
=

(a)
A ® Ay = U({Al X Ayr Ay e Ay, As € »A2}) - U(le) = Gu,,
which proves (i).
(ii) We prove again only the first statement. The second one can be proved analogously.

First of all, it follows from part (i) that E,, € A, and hence that pi5(E,,) is defined.
For A; € A; and A, € Az,

pa((Ar X Ag)w,) = pa(Az) La, (wr).

Hence, the mapping w; — ,uz((Al X Ag)wl) is (A; — B)-measurable.

Suppose first that ps(Qs) < co. To prove measurability of the mapping w; +—
12 (Ewl) for all £ € A; ® Ay, we consider the system of good sets

g = {E eEA @Ay wi > o (Ewl) is (A — B)—measurable}.
We show that G is a Dynkin system on 2; x 25:

a) It follows from the above considerations that Q; x Q3 € G.

b) Suppose that E € G, i.e. the mapping wy — ps (Ewl) is (A; — B)-measurable.
Since po((E%)w,) = p2((Euy)®) = p2((Q1 x Do)o,) — p2(E.,) we see that

Wy > MQ((EC)M) is also (A; — B)—measurabl. Hence E° € G.

c) If Ey, Es,... are disjoint sets that belong to G, then the mappings w; —
pi2((E;)ey ) (i € N) are (A; — B)-measurable. For each wy, the sections (E1),,,
(E3)w,, - .. are disjoint sets that belong to Ay, and we obtain that

Mz((@Ei)wl> = #2<G(Ei)w1> = iu?((Ei)wl)'

1=

Hence, the mapping wi +— pa((U2, Ei)wl) is (A; — B)-measurable,
i.e. U;.il E, €g.
It follows from a) to c) that G is a Dynkin system on €; x Q,.  Since

{A1 X Ay A1 € Ay, Ay € Ag} is an intersection-stable collection of sets that is
contained in G we obtain from Lemma that

A1®A2 = O'({A1 X AQZ Al € ./41, Ag c ./42})
= S({A1 x Ay Ay € Ay, Ay € Ay}) C6(G) =G

2Here we use the fact that us is finite.
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Now suppose that s is only o-finite rather than finite. Then there exists a sequence
of sets (F),)nen such that F,, € As, F,, C F, 11, and ps(F,) < oo hold for all n € N,
and that |7, Fj, = Q. Then psy,, defined by

is a finite measure and it follows that wy — pa (Ewl) is (A — B)—measurable for
all B € Ay ® Ay. Since E,, N F, 7 E,, it follows from continuity from below that

pon(Ey) / u2(E,,). Hence, wy — pus(E,,) is the limit of (A4; — B)-measurable
mappings, and therefore also (A; — B)-measurable.

]

Theorem 2.6.2. Let (21, Ay, 1) and (Qa, Aa, pi2) be o-finite measure spaces. Then there
exists a unique measure (11 Q s on Ay @ Ao such that

(/Jq & /Lg)(Al X AQ) = U1 (Al) %) (A2> VAl c Al, \V/AQ S AQ. (262)

The measure 11 ® o is called the product of puy and ps.
Furthermore, the measure under py ® pe of an arbitrary set £ € A; ® As is given by

(o m)(E) = |

Q1

ug(Ewl) duy(wy) = / pl(E‘”) dpis(ws). (2.6.3)

Qo

Proof. Let E € A; ® Ay be arbitrary. Recall that it follows from part (i) of Lemma
that £, € Ay Yw; € Q) and E“?2 € A; Vw, € Qy. Hence ps(E,,) and pq (E“?) are
defined. Furthermore, part (i) of Lemma states that the mappings wy — po(E,,)

and wy — pi(E*?) are (A; — B)-measurable and (Ay — B)-measurable, respectively.
Therefore, the integrals in equation (2.6.3)) exist. Thus we can define functions (11 ® )4
and (p1 ® po)e on Ay ® Ay by

(11 @ o)1 (E) = /Q pi2 (B, ) dpa (wr)

and

(11 ® pi2)2(E) = / pi1 (E“2) dpa(wo).
1951
It is easy to see that (3 ® pg)1 and (1 ® pg)o are measures on A; ® A;. We show
this for (pu; ® p2)1. (1 ® pe2)1 is obviously a non-negative set function and

(11 @ p2)1(0) = / p2(0y,) dp(w1) = 0.

Qo
=0
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If Ey, Es, ... are arbitrary disjoint sets that belong to A; ® A, then (Ei),,, (Ea)w,,- - -
are disjoint sets in Ay, and we obtain from Corollary

(p1 @ p2)1 (UE> = /M2< UE )dulwl)
= /QZMz ) dp (w1)

2 =1

Cor. Z /ﬂ ) dpn ()

= Z(Nl ®M2)1(Ei)~

i=1

We can show similarly that (u; ® ps)s satisfies the axioms of a measure on A; ® As.
If Ay € A; and A, € AQ, then

[ 5 ) i) = () - [ L) it

—u2(A2) 1, (w1)

= M (A1) T2 (Az)
and, likewise,

/Q M1((A1 X Az)m) d,u2(w2) = 1 (Al) ‘M2(A2)-

Therefore, (11 ® o)1 as well as (p; ® pg)o satisfy (2.6.2)).
As for uniqueness, let u be an arbitrary measure on A; ® A, such that

M(Al X Az) = M1 (A1) ',uz(Az) VA € Ap, VA € As.

Since p; and po are o-finite measures there exist sequences (E,)nen in Ay and (F),)pen
in Ay such that p;(E,) < co Vn and E, Q) as well as ps(F,) < oo Vn and F,, 7 (.
Then E, x F,, /4y x Q5 and

M(En X Fn) = (,ul X ,u2)1<En X Fn) = (,ul X /JQ)Q(En X Fn) < 00 Vn € N.

Since the measures p, (p3 ® o)1, and (py ® pg)o are equal on the intersection-stable
collection of sets { Ay xAy: A€ Ay, Ay € Ag}, it follows from the uniqueness Theorem

(Theorem [1.3.8) that
M(E) = (ILLI(X),U,Q)l(E) = (/1,1@/,62)2 (E) VE c O'({Al XAQI Al € ./41 AQ € AQ}) - A1®A2-

]
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Now we turn to the announced result for integrals on product spaces. Let ({2, A;, ,ul)
and (QQ,AQ,HQ) be o-finite measure spaces. Note that the relation 1} in Theo-
rem [2.6.2] can be represented in the form

/ Tpd(mn ®p) = /
Ql><Q2 Q2

/Q]lE(wl,M)dul(wl) dpiz(ws)

TN

— 1 (B=2)
= / /ﬂE(wlaM)dth(M) dpiy (wr).
921 _\Qz P
:N2(Ew1)

For a non-negative (A; ® A, — B)-measurable function f: Q; x Qy — R, we shall prove
that

/QIXQ2 fd(p @ pa) /Q2 [ o f(wl,WQ)dﬂl(w1>:| dpia(ws)

- [ [ QQf(wl,wQ)duz(wz)} din ().

Before we state and prove corresponding results, we convince ourselves that the above
iterated integrals exist, i.e. we verify in particular that for each ws € €25 the so-called
sections f“2: Q; — R defined by f“?(w;) = f(wi,ws) are (A; — B)-measurable, and
that for each w; € Q the sections f, : Qy — R defined by f,, (w2) = f(wi,ws) are

(Ay — B)-measurable. Furthermore, for the existence of the outer integrals it is required
that the functions wy +— [ f“*(w1) dpi(wi) and wi = [, fu, (wW2) dpa(ws) are (Ag —

B)-measurable and (.A4; — B)-measurable, respectively. The next lemma clarifies these
technical details.

Lemma 2.6.3.
Let (Ql,Al,,ul) and (QQ,AQ, ug) be o-finite measure spaces, and let f: Q1 x Qg — [0, 0]

be an (A; @ Ay — B)-measurable function. Then

(i)  for each wy € Qq the sections f<2: Q — [0,00] are (A; — B)-measurable and for

each wy € 0y the sections f,, : Qo — [0,00] are (A — B)-measurable, and

(i) the function wy = [ f*duy is (Ay — B)-measurable and the function w; —
f92 fuoy dpto is (A; — B)-measurable.

Proof. The proof will be split up into three steps.

a)  First we consider the case that f = 1, where £ € A; ® As. Then the sections f«2
and f,, are the respective characteristic functions lgw, and 1p, . We have from
part (i) of Lemma[2.6.1]that £“2 € A; and E,,, € A,, which implies that f“2 = 1gw,
is (A; — B)-measurable and f,, =1 B, 18 (A2 — B)-measurable.

Since le lgeadpy = pi(E*2) it follows from part (i) of Lemma that
Wy le f“2du, is (Ay — B)-measurable. Likewise, since f92 Ig,, dus = iz (Ewl)

we obtain that wi — [o, fu, dus is (A — B)-measurable.
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b)  Now suppose that f is an (A; ® Ay)-simple function, i.e. f = Zle a;1g,, where
ar,...,a > 0 and Ey,....E, € A1 ® Ay. Then f«“2 = Zle ;1 (gy~2 and

fw1 = Z 1 ilg,),, - HenceL it follows from Lemma [2.2.1 anfi its Corollaries [2.2.2
and that f«2 is (A; — B)-measurable and f,,, is (Ay; — B)-measurable.

It follows from (i) and (ii) of Proposition that [, fdum =
Zle o le we dpiy; hence wy — fQ fe2duy is (Ag B)-measurable. Likewise
we obtain that Wy > sz fu, dpio is (A; — B)-measurable.

¢) Finally, let f: Q; x Qy — [0,00] be an arbitrary non-negative (A; ® Ay — B)-
measurable function. Then there exists a sequence (fy,)nen of (A1 ® As)-simple
functions such that f, ~ f. Since (f,)“* 7 f“? and (fn),, /" fo, We obtain
from (iii) of Proposition [2.2.4] that f“2 is (A, — B)-measurable and f,, is (As — B)-

measurable.

It follows from Beppo Levi’s theorem (Theorem [2.4.1) that [, (fu)**dp

fQ fw2 d,ul and le fn w1 d,u2 ] le fw1 d,UQ Hence Wa > le fw2 d,ul is (A2 - B)‘
measurable and w; fQ fur dpiz is (A} — B)-measurable.

O

Now we are in a position to state and prove our main results in this subsection,
Tonelli’s theorem and Fubini’s theorem. These results give conditions under which it
is possible to compute an integral over a product domain by using an iterated integral.
Furthermore, it allows the order of integration to be changed in certain iterated integrals,
which is a useful tool for the practical computation of such integrals. Fubini’s theorem
was proved in 1907 by the Italian mathematician Guido Fubini. Tonelli’s theorem is a
variation of Fubini’s theorem and applies to non-negative rather integrable functions. It
was proved by the Italian mathematician Leonida Tonelli in 1909. We begin with the
latter theorem since it can be used as a basis for a proof of Fubini’s theorem.

Theorem 2.6.4. (Tonelli’s theorem)
Let (Ql,Al,ul) and (QQ,AQ, ug) be o-finite measure spaces, and let f: Q1 x Qg — [0, 0]
be an (A; @ Ay — B)-measurable function. Then

/le%fd(ul ® p2) = /Q [/Q f”(wl)dul(wl)} dpz(ws) (2.6.4a)
= /91 { o fwl(w2)dﬂz(w2)] dpuy (wr). (2.6.4Db)

Proof. First of all, it follows from Lemma that all of the above integrals exist.

Suppose first that f is an (A; ® Ay)-simple function, ie. f = Zle a;1g,, where

ai,...,ap > 0and Ey, ..., E; € A4 ® Ay. We obtain from Proposition [2.3.2]

k
/Q . fd(p & pe) ZO%/ d(py ® o) = Z%’ (M1®H2)(Ei)
1 X322 =1

Ql XQQ
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and

/Q2 { o fWQ(wl)dﬂl(wl)l dpg(we) = /92 {iai /91 1,y (w1) dpin (1) | ()

Since by equation (2.6.3) in Theorem the relation (1 @ wo)(E;) =
sz 11 ((E;)*2) dpa(ws) follows we obtain that

/le%fd(/h ® p2) = /92 |:/S;1 f”Q(wl)d,ul(wl)} dpa(ws). (2.6.5)

The relation

/legbfd(ﬂl ® pa) = /Q { . fwl(cug)dm(m)] dpy (wr) (2.6.6)

can be shown analogously.

Finally, let f: Q) xQy — [0, 0] be an arbitrary non-negative (A; ®.4,—B)-measurable
function. Then there exists a sequence (f,)nen of (A; ® Ay)-simple functions such that
fn 7 f. It follows from Beppo Levi’s theorem (Theorem that

/ fod(pn @ pg) fd(p ® pa). (2.6.7)
Q1 xQ9 Q1 xQ0

We have seen at the end of the proof of Lemma that [, (fo)2dp 7 o, f2 dm
and le(fn)w1 dps le fur dpo. This implies, again by Beppo Levi’s theorem

/92 {/Ql(fn)w(wl)dﬂl(wl)} dpa(wa) o, [/Ql f“’Q(wl)dul(wl)} dus(wy)  (2.6.8)
and

/Q 1 [ /Q Q(fn)wl(%)d/vbz(wz)} dpa(wr) 2 Q[ N fwl(wg)dm(wQ)] dpy(wy).  (2.6.9)

From (2:6.3), [£:6.7), and (26.8) we obtain (2:0.2a), and from (Z6.8), (:6:7), and (269
we obtain (2.6.4b)). [

Note that ([2.6.4a)) and (2.6.4b)) are applicable to each non-negative (A; ® Ay — B)-

measurable function, integrable or not. Thus one can often determine whether an
(A; ® Ay — B)-measurable function f is integrable by using Theorem to calculate

leXQQ |fld(p @ pa).
Now we turn to the second main result in this section, Fubini’s theorem, which applies

to (A; ® Ay — B)-measurable functions f that are not necessarily non-negative. Before
we state and prove this theorem, we take a brief look at possible obstacles to obtain such

a result. One of the relations we intend to prove is

/le%fd(“l D) = /QQ {/Ql Fe(wn) dpn (wi) | dppa(ws). (2.6.10)
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This requires that f is (A; ® Ay — B)-measurable, what we assume from here on. Provided

that the integral on the left-hand side of (2.6.10|) exists, we have

d = + d B -d .
/leQQ fd(in @ i2) /QIXQ2 ST d(pn @ p2) / [ d(p @ pg)

Ql XQQ

Furthermore, it follows by Theorem that

/lez frd(pm @ pe) = /92 {/Ql(fﬂ“’?(wl)dul(wl)} djis(ws)

as well as

| e = [ ][ @) dne)] o)
Q1 %09 Qo Q1
Hence, relation ([2.6.10|) follows if

/QQ { o U wl)dﬂl(wl)} dpz(wo)

- [ / 1<f+>w2<w1>du1<w1>} den) = [ |/ (e i) i)

= /Q2 [/Ql(fmﬁdﬂl} dpg — /Q2 [/Ql(fwz) d,ul(wl)} dpia.

This, however, requires the inner integral le f¥% duy to be defined, i.e. at least one of the
integrals le (f“2)" duy and le (f“2)~ dpy should be finite. This is not guaranteed for all
wy € €y, however, if

/ Fld(un @ pa) < oo,
Ql><Q2

then we obtain from [, o |fld(m @ pa) = [o, [ fo, [f|** din] dpy that

A similar argument shows that

,Ltl( {(Ul S Qli / |f|w1 d,u2 = OO}) = 0.

=:M1,0

Since (,ul X Mz)(Ql X Qz,o) = M1 (91) ) (Qz,o) =0 and (M1 X ,u2) (Ql,o X Qz) = U1 (Ql,o) :
4o (Qg) = (0 we obtain that

| timem - | fau e ) = | Fd(n @ o),
Q1><QQ QlX(QQ\QQVO) (Q1\Qlyo)><92

which leads to the following theorem.
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Theorem 2.6.5. (Fubini’s theorem)
Let (Ql,Al,,ul) and (QQ,AQ, IUQ) be o-finite measure spaces, and let f: 3 x Qs — [0, 0]
be an (A; ® Ay — B)-measurable and py ® pg-integrable function. Then

/legz Sl ®p2) = ‘/92\92,0 {/Ql fw2(w1)du1(w1)} dpa(w2)
- /Ql\ﬂlo { o, fwl(w2)du2(wz)] dpy (wy ),

where 19 = {w1 €Oy fm | f oy dpe = oo} and Qy = {wz € Qy: le |f|“2 duy = oo}.

Note that functions that are equal almost everywhere have the same integral.
Therefore, the theory of integration can be extended to functions that are defined almost
everywhere Using such a convention the above iterated integrals can also be written as

fm [le 2 (w1 dﬂl(wl)} dpig(w2) and le [fgz Jon (W2) dl@(u&)} dpr (wr).

Application of Fubini’s theorem usually follows a two-step procedure that parallels
its proof. Note that it follows from (A; ® Ay — B)-measurability of f that |f] is also
(A; ® Ay — B)-measurable. Hence, Tonelli’s theorem is applicable and it holds that
Joyso, 1A ® p2) = [o [fo, 12 dpn] dpo = [, [ fo, | fls dp2] dpsr. Usually one of
these iterated integrals is computed (or estimated above). If the result is finite, then
the double integral (integral with respect to p; ® ug) of | f| must be finite, so that f is
integrable with respect to p; ® po; then the value of the double integral of f is found
by computing one of the iterated integrals of f. If the integral of |f] is infinite, f is not
11 & po-integrable.

Now we turn to an important application, to the so-called convolution of probability
measures. Suppose that X; and X, are independent R?-valued random vectors that are
defined on a common probability space (€2, A, P). Then P¥i denotes the distribution
of X; under the probability measure P, i.e.

PY(B) = PweQ: X;w)eB}) VBeB.

The convolution PX' ¥ PX2 of PX1 and P*? is defined as the distribution of X; + X5
under P, i.e.

(P %« P*)(B) = P{weQ: Xi(w)+Xs(w)€B}) VBeB.

In what follows we derive formulas which allow an easy explicit computation of PX1x PXz,

Since X; and X, are (A— B%)-measurable it follows from Corollary - 2.2.3that the random
vector X = (X;) is (A— B2d) measurable. Since X; and X5 are assumed to be independent
under P we obtain, for arbitrary Borel sets By and B,

PX(By x B;) = P({w: Xi(w) € By and Xz(w) € Bo}) = P (By) - P**(B,).

Hence, P¥ is the product of P*t and P*X2 and it follows from Theorem that

PX(B) = (P* @ P**)(B) = / PXY(B™)dP**(zy) VB € B*.

Rd

(Note that, according to the discussion at the beginning of Section Bl B = B*.)
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Now we consider, for arbitrary C' € B¢, the set B = {(2) T, + 29 € C’}. Then
B € B* and B* = {x;: 71 + 25 € C} = C — 5. If the probability measures PX1
and P*? have respective densities pX' and p*? with respect to Lebesgue measure A%,

then
pHtR(C) = PY(B) = /Rd [/C_MPXI(%)d)\d(xl) P2 () AN ().

Consider the mapping x — T'(z) := x — x5. Since Lebesgue measure is translation-
invariant we have that A = (\9)”, and we obtain by Proposition that

/ le (1) d)\d(xl) — / le(x + l’g)le (1) d/\d(xl)
C—xo R4
_ / elrr + ) () dY (@)

= / ILC @) T(l’l + $2) le e} T(.’L’l) d)\d(.’ll'l) = / le (.’L’l — 1’2) d)\d(.’ll'l)
Ra ~~ - ~~ C

=1¢(z1) =p*1(z1—x2)

Since (7!) + p™* (21 — 22)p™* (22) is a non-negative and (B> — B)-measurable function,

Tonelli’s theorem implies that
pXitXs (C’) = / [/ pX(zy — $2)d)\d<$1):| p~2(29) dA(5)
re LJC
= / [/ pX(2y — 29)p™2(22) d/\d(arl)} d\? ()
re LJC
= / [/ PN (w1 — 29) 2 (22) d/\d(l'g):| d\(xy) vC € B
c LJra
Hence, PX1*X2 has a density p*'™*2 w.r.t. Lebesgue measure \% and

pX1+X2(l‘) _ / le(x — y)pX2(y) d)\d(y) Aalmost everywhere.
Rd
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2.7 Existence of densities - the Radon-Nikodym theorem

Suppose that y is a measure on a measurable space (£2,.4) and that f: © — [0, 00] is an
(A — B)-measurable function. Then it follows from part (i) of Theorem that the set
function v: A — [0, c0] defined by

v(A) :/Afdu VA€ A

is also a measure on (£2,.4). The function f is said to be a density of v with respect to u.
It follows from the definition of v that u(A) = 0 for a set A € A implies that v(A) = 0,
i.e. the measure v is absolutely continuous with respect to p, and we write v < pu.
In what follows we prove the important result that the converse statement is also true:
if u is a o-finite measure and v < i, then the measure v has a density w.r.t p. First we
consider the case where the measures v and p are finite.

Proposition 2.7.1. Let i and v be finite measures on a measure space (€2, A) such that
v < p. Then there exist an (A — B)-measurable function f: Q — [0,00), a density,
such that

V(A) :/Afdu VA e A

For two such densities fi and fs,

M({W fl(w) # f2(W)}) = 0.

Proof. The density f will be obtained by an “approximation from below”. Let
G = {g: 2 —[0,00)| g is (A — B)-measurable and / gdu <v(A) VA€ A}
A

be the collection of “candidate functions”. The function f we are seeking will be a “greatest
element” in G. To identify such an element, we focus on o := sup { fQ gdu: g€ g } Then
there exists a sequence (g )nen of functions in G such that

/ gndp — a.
QO n—oo

Note that if g and ¢’ lie in G, then max{g, ¢’} lies in G as well. Indeed, max{g, ¢'} is also
(A — B)-measurable and it holds that

/max{g,g’}du = / ngJF/ g du
A An{w: g@)>g' (@)} AN{w: g(w)<g' (@)}

< v(ANn{w: gw) > g W)}) + v(An{w: g(w) < ¢dw)}) = v(A).

Let g, := max{gi,...,gn}. Then g, belongs to G. Since (g, )nen is a non-decreasing
sequence of (A — B)-measurable functions there exists an (A — B)-measurable function
g: Q — [0, 00] such that g/, ' g. It follows from Beppo Levi’s theorem (Theorem [2.4.1)
that

/gd,u = lim [ g, dp < v(A) VA € A. (2.7.1)
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It
/diu = v(Q), (2.7.2)

then we also obtain that
/gdu = /gdu —/ gdp > v(Q) — v(A°) = v(A). (2.7.3)
A Q Ac
and imply that
/gd,u = v(A) VA e A
A

We postpone the verification of relation (2.7.2) to the end of this proof and proceed
directly with the remaining steps. It can still be the case that g attains the value oo.
However,

/ gdi = oo p({w: glw) = oc}).
{w: g(w)=00}

Since v is a finite measure we conclude that u({w: g(w) = co}) = 0. Hence, the func-
tion f: Q — [0,00) defined by

. w if g(w)
Jw) = { g< | if ﬁ@

A

00,
00
is (A — B)-measurable and satisfies

/fd,u:V(A) VA e A
A

Hence, f it is a density of v w.r.t. p.
If f; and f5 are two such densities, then

/ (f1—f2)dﬂz/ fldﬂ—/ Jadp = 0,
{w: fi(w)>f2(w)} {w: fi(w)>fa2(w)} | {w: fi(w)>f2(w)}

N

-

S AP R@Y  =vl{ws AE> @)
which implies by (iv) of Proposition that

p({w: filw) > fo(w)}) = 0.

The relation p({w: fi(w) < f2(w)}) = 0 can be proved analogously which shows that
two densities f; and f; are equal up to a p-null set.

Now we turn to the proof of (2.7.2). Assume the contrary, i.e.

/diu < v(Q). (2.7.4)

The set function p: A — [0, 00) defined by p(A) = v(A)— [, gdu is ameasure on (2, A).
Since p is a finite measure there exists some J > 0 such that

V(Q) — /di,u — BM(Q) > 0.
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It follows from Lemma below that there exists some 2, € A such that

o(0:) = [ gdu = Bu() 2 v(@) = [ gdu— Bu()
and
v(A) > /gd,u+5u(A) >0 VAe AN,
A

Let
Jw) = gw) + B+ Lo, (w).
Then, for A € A,

/ﬁdu = /gdquﬁ/Ilmdu
A A A

=/ gdu+5u(AﬂQ+)+/ gdpu
AnQ; AnQs,

< V(AHQ+) + V(Aﬂﬂfr) = I/(A).

Hence, g € G. On the other hand,
/Q'g‘“du = /diu + Bu(Q) = a+ Bu(Qy4).

Since v < p we also have p < p and p(Q2;) > 0 implies p(Q21) > 0, and so [, gdu > «,
which leads to a contradiction. Hence, our assumption (2.7.4)) is wrong and (22.7.2)) holds
true. The proof is therefore complete. n

In the course of the proof of Proposition we used an auxiliary result which will be
stated and proved now.

Lemma 2.7.2. Let o and 7 be finite measures on a measurable space (2, A) and let
p:=0—T. (pis a so-called finite signed measure (a.k.a. real measure) on (€2, .A).)
Then there ezists a set Q. € A such that

(i) p(Q4) = p(),
(i) p(A) >0 VAe ANQy = {ANQ,;: Ac A}

Proof. The idea of the proof is not far to seek: We repeatedly cut out sets which vio-
late (ii). When doing so, we obtain sets 2, € A, Q =: Qg D Q; O Oy D ..., such that

p() > p(Qui) (2.7.5)
and
p(A) > —% VAe ANQ,. (2.7.6)

Then we define
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For each set A € ANQ, we also have that A € ANQ, Vn € N, and so
p(A) > 0.
Furthermore, it follows from continuity from above that

p(Q+) = 0(Q+) — T(Q+) = lim O(Qn) — lim T(Qn) = lim p(Qn) > p(Q)

n—oo n—oo n—o0

Now we describe how the sets €2, can be found. Suppose that sets €Qi,...,€,_1
satisfying (2.7.5)) and (2.7.6) exist. Let €, := Q,_;. If
1
p(A) > —— \V’AEAQQWO,
n

then we choose 2, = €,. Otherwise, there exists a set A,; € AN, such that
p(An1) < —1/n and we define €, 1 := Q,, ¢ \ A,1. In this case, it follows that

p(©n1) = p(Qu0) — p(Ant) > p(2r) + -

Now we proceed as before, with €2,, 1 in place of Q,, o: If p(A) > —1/nforall A € ANQ,, 1,
then we choose 2, = €, ;. Otherwise, there exists a set A,, € AN, such that
p(An2) < —1/n. We cut out this set and define Q, 5 = Q2,1 \ A,2. Then

P(Qn,2) = P(Qn,l) - P(An,2) > P(Qn—l) + %

After cutting out k sets A,,1,..., A, we obtain a set (2, ; and it holds that

k
IO(Qn,k) = p(Qn,kfl) - p(An,k) > p(anl) + ﬁ

Since the measure o is finite, this process will end after a finite number k,, of steps, where

k, < o(2)/n. We define €, := €, 1. It follows that (2.7.5) and (2.7.6]) are fulfilled. O

Now we generalize Proposition and turn to the main result of this section. This
theorem is named after the Austrian mathematician Johann Radon, who proved the
theorem for the special case where the underlying space is R™ in 1913, and after the
Polish mathematician Otto Marcin Nikodym who proved the general case in 1930.

Theorem 2.7.3. (Radon-Nikodym theorem)

Let (2, A) be a measurable space, and let v be an arbitrary and p be a o-finite measure
on (Q, A). If v is absolutely continuous w.r.t. ju, then there exists an (A — B)-measurable
function f: Q — [0,00] such that

v(A) :/fdu VA€ A
A

The density f is called the Radon-Nikodym derivative of v with respect to p and is
often denoted dv/du.
For two such densities fi1 and fs,

M({Wi fi(w) # f2(W)}) = 0.
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Proof. The proof is split into two steps.

(i)

(w finite)

First consider the case where v is an arbitrary and u a finite measure. If v(2) < oo,
then the existence of real-valued density f follows from Proposition 2.7.1 It re-
mains to consider the case of v(2) = co. We show that there exist disjoint sets
Qo,21,, ... € A such that

v(Q,) <oo  VYneN (2.7.7)
and, for Qg :=Q\ (U2, Q,): if A € ANQ, then either
n(d) =v(A) =0 or 1(A) >0, v(A) = oco. (2.7.8)

On each of these subsets, we find a clear guideline how f has to be chosen.

The following collection of sets contains candidates for the sets €21, €, .. .:
Q = {Ae A: v(A) < oo}

To exhaust the part of {2 where v is o-finite, we choose a sequence of sets (A;,)nen
from Q such that
1(4,) — o = sup{u(4): Aec Q}.

n—oo

We define

D o=A;, Q=A4\(AU-UA) (n>2), Q =9\ ]
n=1

It holds that
V(Qn) < 00 Vn € N,

i.e. (2.7.7) is fulfilled.

It remains to check that (2.7.8)) is satisfied. Let A € AN Qg be arbitrary. If
v(A) = oo, then it follows from v < p that u(A) > 0. Otherwise, if v(A) < oo, we
have that AU A,, € Q for all n € N, and since A and A, are disjoint,

a > ,u(AUAn) = ,u(A) +w,

—r «
n—oo

which implies that ©(A) = 0. Again from v < pu, we obtain that v(A) = 0.
Therefore, (2.7.8)) is also fulfilled and the sets g, €2, 2y, ... are as required.

For each n € N, it follows from Proposition that there exists an (AN, —B)-

measurable function f,: ©, — [0, 00) such that

v(A) = /fndu VA€ ANQ,.
A
Furthermore, for two such functions f,; and f, o,

p({w: fai(w) # fu2(w)}) = 0.
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For A € AN Qy, it follows from

0o if pu(A) >0,
v(4) = { 0 ifZ(A) =0

that fy given by fo(w) = oo for all w € Qg is such that
v(A) = /fod,u VA e AN Q.
A

Moreover, if p({w € Qo: fi(w) < 0o}) > 0, then there exists some ¢ < oo such that
p{w € Qo fiw) < c}) > 0. Then v({w € Qo: fi(w) < ¢}) = co. On the other
hand, f{wggo: Fw)<e} fodp < ep(2) < oo, which shows that f) cannot be a density
of v wr.t. pon AN Q.

To summarize, the function

is (A — B)-measurable and it holds that

v(A) = nz% v(ANQ,) Z/m fudp
_ ;/Aﬂnnfndu - [ ran

Therefore, f is the seeked density of v w.r.t. u. If f; and f5 are two such densities,
then it follows from the considerations above that u({w € Q,,: fi(w) # fo(w)}) =0
for all n > 0, which implies that these two densities coincide up to a set of
p-measure 0.

(u o-finite)
It remains consider the case where p is o-finite but not finite. Then there exist
pairwise disjoint sets 7,2, ... € A such that | J 7, 2, = Q and

() <oco  VneN.

For each n € N, it follows from part (i) of this proof that there exists an (AN, —B)-
measurable function f,: €/, — [0, oo such that

v(A) = /Aﬂld,u VAe AN,

e ,
Moreover, for two such densities f; ; and f; ,,

p{w e fi1(w) # fraw)}) = 0.

The function f: Q — [0,00] defined by f(w) = Y277, o (W) f(w) Yw € Q is
(A — B)-measurable and satisfies, for each A € A,

v(A) = i v(ANQ,) Z/Am/
_ g/AIL%f,’@d/VL _ /Afd/L.
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Finally, for two such densities f; and fs,

p({w € Q: fi(w) # folw Zu {we,: filw) # fa(w)}) = 0.

2.8 An application in probability theory: Conditional distribu-
tions

In this section we extend the elementary concept of conditional probability which is
usually taught in basic courses on probability theory. Let (2,4, P) be a probability
space, and let A and B be events, i.e. sets belonging to A. If P(B) > 0, then

P(ANB)

P(A|B) = W

is the conditional probability of A given B. If P(B) = 0, then P(A | B) is undefined or
is simply set to 0. Likewise, if (2x,.Ax) and (Q2y, Ay) are two measure spaces, and if
X: Q= QxandY: Q — Qy are (A—Ax)- respectively (A— Ay )-measurable mappings
(random variables), then for C' € Ay,

P(XeC, Y =y)

P(XeC|Y=y) = P =)

is the conditional probability of the event that {w: X(w) € C} given {w: Y (w) = y},
provided that the set {w: Y (w) = y} is measurable and the probability of this event is
positive. If P({w: Y(w) = y}) = 0, then P(X € C' | Y = y) is undefined or set to 0.
This definition is sufficient if 2y is a finite or countably infinite set. Let Ny := {y €
Qy: P(Y =y) = 0} be that subset of Qy on which P(X € C' | Y = y) is not given a
meaningful definition. As usual in case of a finite or countably infinite set €2y, let Ay be
chosen as the power set 2 of (y. Since

P({w: Y(w) € Ny}) = Y P(Y =0

yENy

we see that we have with probability 1 a meaningful definition of the conditional proba-
bilities P(X eC|Y = y) On the other hand, if the random variable Y we condition
on has a continuous distribution, for example Y ~ N(0,1), then P(Y = y) = 0 for all
y € Qy. This means that the above definition of conditional probabilities does not really
help; in fact, we do not have a meaningful definition for all y € €2y

In what follows we want to give a meaning to the expression P(X eC|Y = y), even
for cases where P(Y = y) = 0 for all y € Qy. Before we present an improved definition
of conditional probability, we stick once more to the case of a discrete random variable Y
and derive a relation which guides us to our intended definition.
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Lemma 2.8.1. Let (2, A, P) be a probability space, and let (2x, Ax) and (Qy, Ay) be
two measurable spaces, where Qy is finite or countably infinite and Ay = 2. Suppose
that X: Q — Qx and Y: Q — Qy are (A — Ax)- respectively (A — Ay )-measurable
mappings, {w: Y(w) =y} € A Yy € Qy, and let C € Ax.

Let pc: Qy — [0,1] be such that

P(XeC, YeD) =Y uc(y)P(Y=y) VDEA. (2.8.1)
Then
P ({yeQ: pnely) # PXEC|Y =y)}) = 0. (2.8.2)

Proof. Let y € Qy be such that P(Y = y) > 0. Choosing D = {y} in (2.8.1)) we obtain
that
P(XeC Y=y =uy)PY =y)),
which implies that
uc(y) = P(X € C‘Y = y).
Therefore, puc(y) # P(X € C'|Y =y) implies P(Y = y) = 0, and we obtain that

P*({yeQv: pely) # PIXeC|Y =y)}) < P ({yeQy: P(Y =y)=0})

= > Pl =0

y: P(Y=y)=0

]

We have seen that (2.8.1)) provides an equivalent definition of (elementary) conditional
probability. This observation suggests an extension of this concept which covers practi-
cally all cases of interest.

Theorem 2.8.2. Let (2, A, P) be a probability space, and let (Qx, Ax) and (Qy, Ay)
be two measurable spaces. Suppose that X: Q — Qx and Y: Q — Qy are (A — Ax)-
respectively (A — Ay )-measurable mappings, and let C' € Ax.

Then there ezists an (Ay — B)-measurable function pc: Qy — [0,1] such that

P(XeC, YeD) = / pe(y)dPY (y) VD e Ay. (2.8.3)

D

P(X € C|Y =vy) := puc(y) is the conditional probability of X € C given Y = y.
Proof. Let C' be an arbitrary set that belongs to Ayx. We consider the set function
vo: Ay — [0, 1] defined by

I/C(D) = P(XGC, YED) VD € Ay.

Ve is a measure on (Qy, Ay). (v¢ is non-negative, satisfies vo(0)) = 0, and is o-additive.)
Furthermore, since vo(D) < PY(D) holds for all D € Ay we have that

Vo K Py,
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It follows from Proposition that there exists an (Ay — B)-measurable function
fe: Sy — [0,00) such that

P(XeC, YeD) = / fic(y)dPY(y) VD € Ay.
D

Let £ :={y € Qy: uc(y) > 1}. Then F € Ay and we have
/ﬁc(y) dPY(y) = P(X € C, Y € E) < PY(E),
E

which implies that

/ [fic(y) — 1] dPY(y) = 0.
F >0VYyekE

Hence, we obtain from (iv) in Proposition that

PY(E) = 0.
We define ) f diely)
ey if pe(y) <1,

Then pc: Qy — [0,1] is (Ay — B)-measurable and since pc is equal to fic PY-almost
surely, we obtain that

P(XeC, YeD) = / pe(y)dPY(y) VD € Ay,
D

as required. O

The determination of conditional probability according to often requires a guess,
and then it can be checked if the system of equations is satisfied. On the other
hand, in the spacial case where the random variables X and Y have a joint density, there
is a simple algorithm for computing conditional probabilities.

Suppose that X and Y are real-valued random variables on a probability space
(2, A, P). Then the random vector (}) is (A—B?)-measurable. Suppose further that the

distribution of (iﬁ) has a density pyy with respect to Lebesgue measure \?. We obtain

from Tonelli’s theorem (Theorem [2.6.4)) that, for each A € B,

P(X€eA) = P(Xe€AYER) = / px.y (z,y) A\ (dx, dy)
AxR

= [ | [perten e ), (28.4)

where & — px(z) := [ppxy(x,y)dA\(y) is (A — B)-measurable. It follows from
that px is a density of P* w.r.t. . In relation to the joint density pxy of X and Y,
px is called marginal density of X. Likewise we can see that the random variable Y
has a marginal density py, which is given by

py(y) = /RPX,Y<x>y) d\(z).
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To summarize, a marginal density can be obtained from the joint density of two (or
more) random variables by integrating this joint density with respect to the remaining
components.

Using (2.8.3) we can compute conditional probabilities as follows. Let C' € B be
arbitrary. Then, for each D € B,

P(XeC, YeD) = /cpr’Yd/\z
= [ | [xrten o] aw
B /Dm{y:py(y)>0} [/c pxl;i((z’)y) dA(m)}pY(y) AMy)
[ o { /C Py (1) ) | axw

—0= [, 0dA(z)
- [l
D C
where »
pX\yzy(:t) = Py (y) ?f py (y) >0, .
0 if py (y) = 0

Hence, a version of the conditional probability of X € C' given Y = y is given by
P(XeC|Y=y) = /pxyy(x) d\(z) vC € B.
c

=y): B—[0,1]is a
of Theorem that

If py(y) > 0, then the corresponding set function P (X €-|Y
probability measure on (R, B). Indeed, it follows from part (i)
P(X €Y= y) is a measure on (R, B). Moreover,

1

PRERIY=9) = 25

/RPX,Y(JI,y) d\(z) = 1.

If py(y) = 0, then P(X €-|Y = y) is not a probability measure. However, this
deficiency is practically irrelevant since

P ({y:pyv(y) =0}) = /{ . ):O}py(y) d\(y) = 0.
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Example
Suppose that

(2) ~N (( Z; )-( o o )> : (2.8.5)

where 3 = (Zi g;z) is assumed to be positive definite. Then (2) has a density px, x,

w.r.t. Lebesgue measure \2,

1 Lyx — )T —1( T1 — M1
X, (21, = — —— by ( > ) 2.8.6
Pxxa (1, 22) 21 \/det(X) exp{ 2< Ty — 2 Ty — M2 ( )

We might guess what the marginal distribution of X is: Since (;;) is normally dis-
tributed is natural to assume that X; also follws a normal distribution. If so, then
the corresponding parameters can be read off from relation , which suggests that
X1 ~ N(p1,011). To prove this fact, we first derive an appropriate representation of the
covariance matrix ¥ of (ﬁ;) Let D := 09y — 091077 012. Then det(X) = 011D and we
obtain that

011 012 i 022 —012
021 022 det(X) \ —021 on
-1 ~1
_ i 0220711 . _0120111
D —021011 0110711
~1 —1 ~1 —1
_ op 0 L [ o201y 01207, —01207;
- 0 0 T D — 09107, a )
021013 011013
Therefore, we can decompose px, x, given by (2.8.6)) as

P (02 = e exp A —m)?
b V21 /o1 2 on

1 1 _ 2
57 D exXp {—E(xz — M2 — 0210111(% - Ml)) } )

which implies that

P (1) = / P, (1, 3) dA(22)
R
B {_EM}
V2 /o1 2 011
1 1
. /Rm exp {—E(,IQ — M2 — 0'210'1_11(;[‘1 — ,Ul))2} d)\(ﬂfQ) .

1

9

This shows that X; ~ N (i, 011).
The conditional distribution of X, given X; = x; has a density px,|x,—, given by

Pxo|x=a1 (T2) = D1, (01, 2) - exp {_L(% — po — 09107, (21 — Ml))z} .
e px(®)  VerD 2D "
Hence,

P(Xg S | X1 = 1‘1) = N(ﬂg + 0’210'1_11(331 — ,ul), 099 — 02101_110'12).
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Theorem is about the existence of conditional probability. In fact, if (Q, A, P)
is a probability space, (Q2x,Ax) and (Qy, Ay) are two measure spaces, and X: Q — Qx
and Y: Q — Qy are (A — Ay)- respectively (A — Ay )-measurable mappings, then for
C € Ax the conditional probability P(X e C ‘Y = y) is well-defined as a solution to
(2.8.3). Furthermore, it follows from Proposition that, for two such conditional
probabilities P (X € C|Y =y) and P»(X € C|Y =y),

P {yeQy: PI(XeClY =y #R(XeClY =y)}) =0.

In other words, for any fixed C' € Ay, the conditional probability of X € C given Y =y
is uniquely defined up to PY-null sets. This, however, does not mean that one can be
satisfied with such a definition when we consider a conditional distribution given by
the set function P(X € - ’Y = y) : Ax — [0,1]. The following example shows what can
go wrong with the definition given in Theorem [2.8.2]

We consider the probability space (2,4, P), where Q = [0,1], A = BN Q =
{BNQ: B € B}, and P = Uniform[0,1]. We define random variables X and Y by
X(w) =Y (w) :=w Yw € Q. Since the event {w: Y (w) = y} implies that X (w) =y, it is
natural to guess that, for C' € A, conditional probabilities are given by

1 ifyeC,

P(Xeo}yzy)zay(C):{O ity C

(0, is the so-called Dirac measure at y.)
Indeed, we have that

P(XeC,YeD)=PYeCnD) = / 5,(C) dP¥(y) VD€ A
N——
D=]10(y)

We define a second family of set functions P'(X € - | Y = y) by

1 it ¢'=10,y),

P(X eClY =y) = { P(X €ClY =vy) it ¢ #10,y)

Then P’(X € C"Y = y) = P(X € C‘Y = y) for all sets C' € A that are not of the
form [0, y) for some y € [0,1]. On the other hand, if C' = [0, y), then P’ (X € C’Y = y) +
P(X € ClY =y) only if y = j, that is PY({y: P(X € C|Y =y) # P(X € C|Y =
y)}) = 0. Therefore, P'(X € C |Y = y) is also a version of the conditional probability
of X € C given Y = y. Nevertheless, although P(X € - |Y = y) = 0, is a probability
measure for all y € [0, 1], this property is not shared by P’ (X € -|Y = y) since

P(Xel0y]|lY=y) =1#P(Xec0,y|Y=y) + P(Xe{y}]Y =y) =2
Furthermore, it also follows for the conditional distributions that
P(Xe-|Y=y) #PXe-[Y=y) Vyel01]

i.e., the two versions of conditional distributions are different with probability 1. Hence,
when we are interested in conditional distributions rather than conditional probabilities,
these shortcomings exemplified by P/(X € - | Y = -) should be rectified.
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Definition. Let (2, A, P) be a probability space, and let (Qx, Ay) and (Qy,.Ay) be
two measurable spaces. Suppose that X: Q@ — Qx and Y: Q — Qy are (A — Ay)-
respectively (A — Ay )-measurable mappings.

Then P(X € - |Y =): Ax x Qy — [0,1] is called regular conditional distribution
if

(i) Foreach y € Qy, P(X € - |Y =y) is a probability measure on (Q2x, Ax).

(i) For each C € Ay, P(X € C | Y = ) is a version of the conditional probability
X e(CgivenY.

The following theorem shows for the case of an R%valued random variable X
that such a regular conditional distribution always exists. Moreover, two such regular
conditional distributions are equal except on a set of probability 0. Taking the possible
non-uniqueness into account, a specific such function will be called a version of the
regular conditional distribution.

Theorem 2.8.3.

Let (Q, A, P) be a probability space, and let (Qy, Ay) be a measurable space. Suppose

that X: Q — R? is (A — B?)-measurable and that Y : Q — Qy is (A — Ay)-measurable.
Then

(i)  there exists (a version) P(X € -|Y =) of the regular conditional distribution of X
gwen 'Y,

(i) if P (X € - |Y = ) and Py (X € - ‘Y = ) are two versions of a reqular conditional
probability, then

P'({yeQv: P(Xe [V =y) £ R(X e [y =y)}) =0

Before we turn to the proof of this theorem for the special case where X is a real-valued
random variable, we provide an auxiliary result that will be used in the course of this
proof.

Lemma 2.8.4. Let (2, A, P) be a probability space, and let (Qy, Ay) be a measurable
space. Suppose that X: Q — R is (A — B)-measurable, that Y: Q — Qy is (A — Ay)-
measurable, and let Poy(X € - | Y = ) be any version of the (not necessarily reqular)
conditional distribution. For each rational r, let Fy(r,y) := Po(X € (—oo,r], Y =1y).

Then Fy(-,y) satisfies the defining properties of a probability distribution function
outside a PY -null set N € Ay, i.e. fory € Qy\N

a) Fy(-,y) is monotonically non-decreasing on Q, i.e.
Fo(r,y) < Fo(s,y) Vr,s € Q, r < s. (2.8.7)
b) Fo(-,y) is right-continuous on Q, i.e.

s (r, y) = nlggo Fy (rn,y) for all sequences (7n)neq, ™ € Q, Tn (7. (2.8.8)
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c) Fo(-,y) assigns value 1 to R, i.e.

lim Fy(—n,y) = 0, lim Fy(n,y) = 1. (2.8.9)
n—o0 n—oo

Proof. We show that there exist sets of probability zero such that, outside these sets,

(2.8.7), (2.8.8), and (2.8.9) are satisfied.
a) Let forr,s € Q, r <s, A5 :={y € Qy: Fo(r,y) > Fo(s,y)}. Then

= [ () - Rols) PV )

0 > P(X<rYecA,) - P(X<sYcA,)

(. J/
-~

>0 VyeArs

which implies that PY(A,,) = 0. Let A := UnseQKs A,s. Then 1} is satisfied
for each y € A¢, where A € Ay and PY(A) = 0.

b) Since Fy(+,y) is monotonically non-decreasing for y € A€, it suffices to consider the
sets B, :={y € A°: F, (r, y) < lim,, o Fo (7‘+ 1/n, y)} Since P is continuous from
above we obtain

0 = lim P(X<r+1/n,Y€B,) - P(X<r,YeB,)
n—oo
= li_)rn Fy(r +1/n,y) — Fo(r,y) dPY (y)
n—oo Jp
= [l B+ 1/n0) - Filr) dPY )
B, I .
e

which implies that PY(B,) = 0. Hence, (2.8.8)) is satisfied for each y € B¢, where
B:= (AU (U,eqBr)) € Ay and PY(B) = 0.

¢) We consider the set C := {y € A°: lim,_,o Fo(n,y) — Fo(—n,y) < 1}. Since P is
continuous from below and since P(X € (—n,n] | Y =y) = Fy(n,y) — Fo(—n,y)
we obtain that

0 = PYeC) - limP(Xe(-nn]Y el
= [arw) — i [ R) - Fo(-n) P )
C n—oo C

n—oo

— /1 — lim Fy(n,y) — Fo(—n,y) dP* (y),

(.

>0 VyeC
which implies that PY (C) = 0.

To summarize, (2.8.7), (2.8.8)), and (2.8.9) together are satisfied for y outside the set
N :=AUBUC, where N € Ay and PY(N) = 0. O

Now we turn to the proof of the theorem.
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Proof of Theorem[2.8.3

(i) We restrict ourselves to the case of d = 1, i.e. X being a real-valued random
variable. The case of an R%-valued random variable X can be treated similarly, however,
the notation gets more cumbersome.

Let Po(X € - | Y =) be an arbitrary (not necessarily regular) conditional distribution
whose existence follows from Theorem and let, for r € Q, Fy(r,y) := Py(X €
(—o0,7] | Y = y). Recall from Lemma that there exists a set N € Ay such that
PY(N) = 0 and that for y ¢ N the function Fy(-,y): Q — [0, 1] shares the properties of
a probability distribution function. We use Fj as a starting point to construct a version
of the regular conditional distribution on the complement of N in a meaningful way.

For y € N¢ we extend Fy(-,y) to all of R be setting

F(x,y) := inf {Fo(r, y): TeQ, x < r}.
It follows in particular from and that
F(r, y) = Fy (r, y) vV € Q.

Next we show that for each y € N¢ the function F(-,y) satisfies relations (i) to (iii)
in Lemma [I.5.1] Indeed, we then have

a) F(-,y) is monotonically non-decreasing.
Indeed, if z; < w9, then {r € Q:2; < r} D {r € Q: 2o < r}, and so
F(zy,y) =inf{Fy(r,y): 7€ Q, 1 <r} <inf{Fy(r,y): 7€ Q, o <1} = F(x2,y).

b) F(-,y) is right-continuous.
To see this, let © € R be arbitrary and let (x,,),en be any sequence of real numbers
such that z,, \, z.

We choose an accompanying sequence (7,),ey of rational numbers such that
xn < 1, and 1, N\, x. Then, by monotonicity of F(-,y),

F(z,y) < F(zp,y) < F(ra,y) = Fo(ra,y).
On the other hand, we have that Fy(r,,y) — F(z,y), which leads to

F(mn,y) @F(m,y)

c¢) The relations
lim F(—n,y) =0, lim F(n,y) =1

n—oo n—oo

follow immediately from (2.8.9)).

Hence, if y € N¢, then F(-,y) satisfies relations (i) to (iii) in Lemma[l.5.1} and we obtain
by Theorem that there exists an associated probability measure P(X € - | Y =y)
on (R, B) such that P((—o0,z] | y) = F(x,y) for all z € R.

For y € N, take P(X € - | Y =y) = P'(+), where P’ is any arbitrary but fixed prob-
ability measure on (R, B). With this choice, P(X € - | Y = y) is for cach y € Qy a
probability measure.

Next we show that P(X € - | Y = -) is a version of the conditional distribution, i.e.
according to the definition of conditional probability, we have to show that for each C' € B,

d)  y~ P(X €C|Y =y) is (Ay — B)-measurable
and

) P(XeCYeD)=[,P(XeC|Yy=y)dP'(y) VD€A.
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Proof of d) For r € Q we have that

Py(X € (—o0,r]|Y =y) if y € N¢,

P(X € (o0, r]|Y =y) = { P'((—o0,7]) ifyeN

(2.8.10)

Hence, y — P(X € (—o0,7]|Y = y) is (Ay — B)-measurable. To show measurability of
Y P(X € C‘Y = y) for all C' € B, we define the system of good sets

D = {C €B: y— P(X eClY =y)is (Ay — B) —measurable}.

Since D is a Dynkin system containing the N-stable collection of sets {(—oo,r]: r € Q}
we see that B = 6({(—o0,r]: r € Q}) CD.
Proof of ¢) Note that for arbitrary fixed D € Ay

P(Xe€-,YeD)
and
po(-) = / P(X €-|Y =y)dP"(y)
D
are finite measures on (R, B). Moreover, it follows from (2.8.10]) for each r € Q that
P(X € (—o0,7], Y € D) = / P(X € (—oo,7]|Y =y)dP"(y) VD€ Ay.
D

Hence, the measures P (X €, Y e D) and pp(-) coincide on the N-stable collection
of sets {(—oo,r|: r € Q}. It follows from the uniqueness theorem (Theorem [1.3.8)) that
these two measures also coincide on o ({(—o0,7]: r € Q}), i.e. for each D € Ay

P(XeC,YeD) :/P(X€C|Y=y)dPY(y) vC € B,
D

as required.
(ii) Suppose that Py (X € - |V =) and P,(X € -|Y =) are two versions of a regular
conditional distribution. Let

N = {yer: P(X e (—o0rl]Y =y) £ Po(X € (~o0,1][Y =y) }.

Then N, € Ay and PY(N,) = 0. Let N7 := U,eq Nr- It follows that N7 € Ay,
PY(N7) < Yoo P(N:)=0.Ify ¢ N7, then

Pl(X € (—oo,r”Y = y) = PQ(X e (—oo,r”Y = y) Vr € Q,

that is, these two probability measures coincide on the collection of sets {(—oo, r|: r € Q}.
It follows again from the uniqueness theorem (Theorem [1.3.8)) that these two measures
also coincide on a({(—oo,r]: re Q}), ie.

P(XeClY=y) =PR(XeClYy=y) VCeB
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Now we suppose that X is an integrable, extended real-valued random variable and
that Y: Q — Ay is an arbitrary (A — Ay )-measurable random variable on a com-
mon probability space (€2, .4, P). Then there exists an (Ay — B) measurable function
e €y — R such that

E[X1(Y € D)] = / w(y)dPY (y) VD € Ay. (2.8.11)

E(X |Y =y) := p(y) is a version of the conditional expected value of X given Y = y.
For two such functions p; and pe we have that PY ({y: 1 (y) # pa(y)}) = 0.

Indeed, consider first the case where X : @ — [0, oo] is a non-negative random variable
such that EX < oo. The set function v: Ay — [0, 00) given by v(D) := E[X 1(Y Eﬂ
is a finite measure and it holds that v < PY. Hence, it follows from Proposition
(Alternatively we could use the Radon-Nikodym theorem.) that there exists an (Ay —B)-
measurable function p: €2y — R such that is satisfied.

If X:Q — Ris a extended real-valued random variable such that E|X| < oo, then
X and X~ are both non-negative and integrable random variables. Hence, v and
v~ defined by v*(D) = E[X*1(Y € D)] and v (D) = E[X 1(Y € D)] are both
finite measures on (Qy, Ay) that are absolutely continuous with respect to PY. Using
once more Proposition we obtain that there exist (Ay — B)-measurable functions
wt,pm: Qy — R such that

E[X* 1(Y € D)] = / p=(y)dPY(y) VD € Ay.

Then E(X | Y =vy) := u"(y) — p (y) is a version of the conditional expected value of X
given Y = y.

Finally, let p; and ps be two such functions. We define D~ := {y: ui1(y) > p2(y)}
and D< :={y: pi(y) < pu2(y)}. Then

| ) = ) P @) = BIX LY € D7)] - E[X1(Y € D*)] = 0
D> S————

>0 VyeD>

as well as

[ _sw) =~ mly) 4P () = EIX 1Y € D] - E[X1(Y € D) = 0,
D e e’

>0 VyeD<

which shows that p; and po are equal with probability 1.

In probability theory, and in particular in connection with so-called stochastic pro-
cesses, it is often convenient to condition on sub-o-algebras. Suppose that (€2, A, P) is a
probability space, let X: Q — R be an (A — B)-measurable function (a random variable)

such that E|X| < oo, and let A C A be a sub-c-algebra of A. Then E(X | A): Q@ - R
is defined to be an (A — B)-measurable function such that

E[X1p] = / E(X| A)(w)dPw) VDeA (2.8.12)

Indeed, if X is a non-negative random variable, then v: A — [0,00) defined by v(D) =
E[X 1p] and P‘g defined by P|Z(D> = P(D) for all D € A are both finite measures on
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(€, A) and it holds that v < P| ;. The existence of E(X | A) satisfying (2.8.12) follows
once again from Proposition @ If X is an integrable, not necessarily non-negative
random variable, then (2.8.12)) follows after a decomposition of X into Xt and X .

If now Y: Q — Qy is (A — Ay )-measurable, let

oY) = {Y_l(A): AGAy}

be the o-algebra generated by Y. Then, for each D € (YY), there exists some A € Ay
such that D = Y~'(A), and it follows from Proposition that

E[X 1p) =  E[X1(Y € 4)]
= /AE(X|Y:y) dP¥ (y)
Pron EZ8 /DE(X 1Y = Y(w)) dP(w).
Hence, E(X |Y =Y(w)) = E(X |o(Y))(w) holds for almost all w. Note that
E(X | o(Y)) is a random variable whereas E(X | o(Y))(w) = E(X | Y = Y(w)) is

one of its realizations.
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