Mathematical Statistics, Winter semester 2021 /22
Solutions to Problem sheet 1

1) Suppose that
Y = X0+ ¢

holds for some @ € R¥, where Ee = 0,,, Cov(c) = X, ¥ being a regular matrix. Suppose
further that the matrix X has full column rank k.

(i) Show that X737'X is a regular matrix and that
f = (XTe X)) xTely

is an unbiased estimator of . Compute Ej [((9\— 0)(6 — 60)7|.

Solution
We show that a? XTY "' Xa # 0 holds for all a € R¥ such that a # 0.

Let a € R* be arbitrary, a # 0;. Recall that X is a matrix with & columns and n rows.
Since rank(X) = k it follows that X has full column rank, i.e. the columns of X are linearly
independent. Therefore Xa # 0,,. Since ¥ 7! is positive definite we obtain that

" XTY'Xa = (Xa)"' 271 Xa) > 0.
Hence, XT¥71X is a regular (k x k)-matrix.

Unbiasedness of 6:
B = E[(XTS ' X)IXTE (X0 + 5)]
= (XTSI X) XIS Ey(X04+e) =0 VB eR”

Matrix risk of 0
Eo| (68— 6)@ - e)T] — Cov(0—0)
= Cov <(XTE*1X)_1XT2*1Y)
= (X' X)) "' XTI Cov(Y) 2 X (X Te X))
~——

=X

= (X's7'x)™!



(ii) Let @ = LY be any arbitrary unbiased estimator of .

Show that
Ey[(0-0)@-0)| - B [(6-0)0-0)]

is non-negative definite.

Hint: A symmetric and positive definite (n X n)-matrix M can be represented as
M = Y7 Negel, where i, ..., \, are the (positive) eigenvalues and ey, ..., e, are

corresponding eigenvectors with el'e; = 0 for i # j. Then M*/? := 3" \/Ne;el and

M2 = (1R

To prove (ii), use the fact that
(LEI/Q _ (XT2—1X>—1XTE—1/2> (L21/2 B (XTZ—IX)—IXTZ—1/2>T

is non-negative definite.

Solution:

Matrix risk of 6

Ey [(5— )@ —0)"] = Cov(LY) = LCov(Y)LT = LSLT

0 = LY unbiased —>
Ey[L(X0+¢) = LXO =0

has to be fulfilled for all § € R* — LX = I,

Comparison of Cov(é\) = o2(XT21X)"" and Cov(f) = LYLT:
(We use the fact that, for an arbitrary matrix M, M M7 is positive semidefinite.)

T
Ol =2 (LEV2 — (XTZ’lX)_lXTZ*1/2> (LZW - (XTzflx)—IXTyl/z)
= YT — (XTz—lX)leTE—l/Q w27

s
o _\Lzl/Q E—I/Q‘X:(XTE—1X>*1 + (XTE—IX)leTE—l/Q 2—1/2<XTE—1X)*1
=TI

= " - (XTeix)T!



2)

(i) Let
1 v 02
v _ 1 vy v3
1 v, 02

Prove that X7 X is regular if the set {vy,..

., Up} contains at least k + 1 different

values.

Hint: Choose ¢ = (cy, ..

Solution:

)T # Ot = (0,

,0)T" and compute ¢! XT Xe.

We show that ¢ X7 Xc¢ # 0 for all ¢ € R¥*! such that ¢ # 04,

Let ¢ € R*! be arbitrary, ¢ # Og4;. Then

1 (%1

1 v
Xc = _2

1 v,

which yields that

2 k
'U% ,Ullq
vy v Uy

2 k
Un vn

IXTXe = i

—1

k J
1 Zj:O Cj+101

k .
Ck+1 Zj:() Cj410y,

k ; 9
( E Cj+10; )
j=0

—_———
= fe(vi)
fe is a nonzero polynomial of degree < k
—> f. has at most k zeroes
— If #{v1,...,v,} > k+1, then f.(v;) =... = f.(v,) =0 is impossible

= IXTXc#0



(ii) Let

v, V3 vk
2 k
vy U v
Y - .2 .2
v, V2 vk
Prove that X7 X is regular if the set {v1,...,v,} contains at least k different non-zero
values.
Hint: Consider the matrix
1 0 0 0
1 v v? vk
> 1 2 k
1 v, 02 ok
Solution:
Suppose that {vy,...,v,} contains at least k different non-zero values.

— #V{O,Ul,...,'l}n} Zk'"’l
= X has full column rank k£ 4+ 1

Delete the first column of X: — ( 0 X 0 ) has rank &

= X has rank &



3) Consider the linear regression model Y; = 6; + z;03 +¢;, i = 1,...,n, where g1, ..., &,
are i.i.d. with e; ~ N(0,0?). Let 6 be the least squares estimator of 6.

(i) Suppose that x; # x;, for some (i, j).
Compute E[(6; — 6;)%], for i = 1,2.

L . . (a b\ . . 1 d —b
Hint: The inverse of a regular matrix ( c d) is given by ad_bc< ¢ a )

(ii) Suppose that x1,...,z, can be chosen by an experimenter, where x; € [—1, 1] and
n > 2 1is even.

Which choice of x4, . .., x,, minimizes E[(@—@i)Q]? (Take into account that z1, ..., x,
have to be chosen such that x; # z;, for some (i, j); otherwise the least squares
estimator is not uniquely defined.)

Solution: We write the regression model in matrix/vector form:

1 T
where X =
1 =z,
Ty _ n Z:cz
:>XX_(in Zx?)
—

T - (2@)2( 5 _Zﬂ

We obtain

E[@ — 91)2} = o? L = o2 L
) an?—n@xi)Q n— (X x)/(Xa?)
E|#-6:)] = UQnZ:v? T

These risks are obviously minimized if and only if > z; =0 and Y 2? =n

— #{i: x; =1} = #{i: x; = -1} =n/2




