Mathematical Statistics, Winter semester 2021 /22
Solutions to Problem sheet 4

10) Let X ~ Py = Poisson(#), where § € © = (0, 00).
(i) Compute the Fisher information of the family {Fp: 0 € ©}.
(ii) Compute the mean squared error of the estimator 7'(X) = X for the parameter 6.
Hint: Compute first EgX and Eg[X (X — 1)].

Solution
We compute the first two moments of X ~ Poisson(6):

EpX = Zl{:e_ek' 92 -9 ek : =0
k=0
and, since
Byl X(X —1)] = ik: ek 92§:—9 O _
' k=0 - k=2 (k=20 7
we obtain

Eo[X?] = Ey[X(X — 1)} Y EX = 6% 4.

This implies that
varg (X) = Fg[X?] — (EyX)? = 6.

Now we compute the Fisher information: For py(k) = Pp(X = k) = e %0% /k!, we have
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which leads to a score function Iy such that

(k) = (5 —1) k=01
Therefore, )
16) = Balo(x)7) = B[ (5 -1)] = 2.
MSE: .
Ey|(X = 0] = 0 0]

— X is BUE



11) Compute the Fisher information number () of the family {N(6,0%): 6 € R}. (02 >0
is fixed.)

Solution
The normal distribution with location parameter 6 and variance o2 has a density py
w.r.t. the Lebesgue measure A\, where

(z) 1 _ <z—92>2
xXr) = e 20
bo V2mo?
Since
d (z) r—6 1 _@=0? x—0 (2)
PR x e — (& 20 = X
we obtain a score function ly such that
r—0
l@ (ZL’) = 2 .

The Fisher information at the point 6 is given by
(X — 9)2} 1

4

10) = Bl(X)] = By

o

It can also be shown that the family {N(6,0?): 6 € R} satisfies the regularity condi-
tions (C1) and (C2).



12) Let X7,..., X, be independent random variables, X; ~ Uniform[f;, 65, where
0=(3)€0:={(}):—00 <a<b< oo}

Show that T(X1,...,X,) = (Xu1, Xnn), where X,,.; = min{ Xy, ..., X,,} and X,,., =
max{Xj,...,X,}, is a sufficient statistic for § € ©.

Solution



