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4) Suppose that
Yi = θ + εi, i = 1, . . . , n,

holds for some θ ∈ Θ := R, where ε1, . . . , εn are independent random variables such
that Eεi = 0 and var(εi) = σ2

i > 0 for i = 1, . . . , n.

Compute the best linear estimator of θ.

5) Consider the linear regression model
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where β1, . . . , βk are unknown parameters.

Compute the least squares estimator β̂ of β and compute Xβ̂.

6) Consider the model

Yij = µ + αi + εij (1 ≤ i ≤ k, 1 ≤ j ≤ m).

Rewrite this model in vector/matrix form Y = X̄θ + ε, where θ = (µ, α1, . . . , αk)
T is

the unknown parameter.
What is the rank of the matrix X̄?
Compute the least squares estimator of θ under the side condition

∑k
i=1 αi = 0.

Hint: Consider the linear model from exercise 5). Since

{X̄θ: θ ∈ Rk+1} = {Xβ: β ∈ Rk},

θ̂ can be chosen such that X̄θ̂ = Xβ̂.


